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Abstract. Due to the recent explosive increase of Web-pages on World Wide Web, it is now urgently required for portal sites
like Yahoo! service having directory-style search engines to classify Web-pages into many categories automatically. This paper
investigates how rough set theory can help select relevant features for Web-page classification. Our experimental results show
that the combination of the rough set-aided feature selection method and the Support Vector Machine with the linear kernel is
quite useful in practice to classify Web-pages into multiple categories because not only our experiments give acceptable accuracy
but also the high dimensionality reduction is achieved without the need to search for a threshold for feature selection.
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1. Introduction

Web-pages on the World Wide Web are now ex-
plosively increasing, and the portal site services in-
cluding the search engine function on the World Wide
Web become even more important accordingly. Es-
pecially, at portal sites such as Yahoo! service, Web-
pages should be classified hierarchically into many cat-

egories since they have directory-style search engines.

At present, however, the task of classifying tremendous
amount of Web-pages into many categories relies on
time-consuming and expensive man power. Therefore,
the automatic Web-page classification is urgently re-
quired for such portal sites to reduce costs and man
power.

To meet such requirement, recently Tsukada et
al. [12] proposed a method for automatic Web-page
classification by using machine learning methods. In
their approach, Web pages are downloaded from 5 do-
mains of top-categories on Yahoo Japan!, and then fre-
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guent itemsets are generated as attributes by using co-
occurrence analysis based on basket analysis. Next,
using Web pages whose categories are known, a de-
cision tree is learned in the framework of the gener-
ated attributes based on the decision tree learning tech-
nigue C4.5 [9]. It has been reported that their method
achieves acceptable accuracy for the classification of
Web-pages. However, in applying their method [12],
the threshold called minimum support should be given
in advance to generate frequent itemsets as attributes.
Thus the optimal threshold whose frequent itemsets as
attributes gives the highest performance for Web-page
classification should be found in an ad hoc way with
varying their threshold in experiments since it cannot
be knownin advance. Forthe practical purpose of Web-
page classification, a set of relevant features giving ac-
ceptable performance is required to be found without
searching for an appropriate threshold.

This paper investigates how rough set theory [8],
which needs no threshold, can help select features rel-
evant for Web-page classification. Our experimental
results show that theough-set aided feature selection
method [3,6,10] in conjunction withSupport Vector
Machines [4] with the linear kernel is useful in prac-
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tice for classifying Web-pages into categories because classifier by the selected features; {iifjproving or not

it achieves quite acceptable accuracy without the need significantly reducing the accuracy of the classifier; and
for an appropriate threshold for feature selection. Pre- (iii) reducing the dimensionality of the data so that a
cisely speaking, a set of relevant features is selected classifier can handle a large volume of data.

in our experiments based on the rough set-aided fea- So far, many approaches as feature selectors have
ture selection method (the RSDR method, for short) been proposed. Some of them depend on a threshold

using almost the same Yahoo data used in the exper-

iments of Tsukada et al.. The result shows that fea-
tures (attributes) are reduced to 3% of the original at-
tributes without depending on any threshold for feature
selection, and the performance for the RSDR method
and the trained SVM classifier with the linear kernel is
comparable with or better than the best classification
performance obtained in their experiments. Further-
more, we also give the comparison with the additional
experiments using the TF-IDF weighting method and
the SVM-based feature selection method (the SVM-
FS method) [2,11] as alternative feature selectors and
C4.5 [9] as an alternative classifier. Especially, our
experimental results for the latter, i.e. the SVM-FS
method are new ones, which are not given in our pre-
vious paper [13]. We obtained an interesting experi-
mental result that the SVM-FS method can also reduce
features as greatly as the RSDR method without de-
teriorating the classification performance although an
optimal (or minimal) set of features should be found
empirically.

The paper is organized as follows. Section 2 intro-

duces feature selection methods studied in this paper,

namely the rough set-aided feature selection method,
the TF-IDF weighting method, SVM-based feature se-
lection method and the method generating frequent
itemsets. Section 3 gives an overview of two kinds of
classifiers: C4.5 and SVMs. Section 4 presents the

for feature selection and others do not. In this pa-
per, we comparatively study three methods that need
a respective threshold and one that does not need
any threshold. The former i$he Term Freguency-
Inverse Document Frequency weighting method (TF-
IDF method) the SYM-based feature selection method
(SVM-FS method) [2] and the method of generating
frequent item sets as attributes proposed by Tsukada et
al. [12], and the latter is thmugh set-aided dimension-

ality reduction (RSDR method) [3,6,10] as a feature
selector.

2.1. Rough set-aided dimensionality reduction

An overview of rough set-aided dimensionality re-
duction [3,6,10] is given as follows. Suppose that a
dataset is viewed as a decision tablevhere attributes
are columns and objects are rows. Letlenote the set
of all objects in the dataset antithe set of all attributes
such thate : U — V, for everya € A whereV, is
the value set for attribute. In a decision system4
is decomposed into the s€tof conditional attributes
and the seD of decision attributes which are mutually
exclusive andC’ U D = A. ForanyP C A, thereis an
equivalence relatiof(P) as follows:

I(P) = {(z,y) € U? | Va € P a(z) = a(y)}.
If (z,y) € I(P), thenz andy are indiscernible by

experimental results. Section 5 addresses related work attributes fromP. The equivalence classes of the

and gives discussions. Section 6 ends the paper with
concluding remarks.

2. Featuresselection methods

In a classification problem, the number of features
can be quite large, many of which can be irrelevant or
redundant. A relevant feature is defined in [5] as one
removal of which deteriorates the performance or ac-
curacy of the classifier, and an irrelevant or redundant
feature is one which is not relevant. These irrelevant
features could deteriorate the performance of a classi-
fier that uses all features since irrelevant information
is included inside the totality of the features. Thus the
motivation of a feature selector is @mplifying the

indiscernibility equivalencerelation I(P) are denoted
[z]p. Given an equivalence relatidi{P) for P C C,
the lower approximatio® X is defined foranyX C U
as follows:

PX ={zecU|[z]p C X}

The C-positive region of D is defined as the follow-
ing set of all objects from the univergé which can

be classified with certainty into equivalence classes in
U/ D using the knowledge in attributés:

POSc(D)= |J CX.
XeU/D
whereU/D ={ [z]p | z € U}.
An attributea € C'is dispensable in a decision ta-
ble T if POS(¢—a}) (D) = POSc(D); otherwise at-
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Fig. 1. The QUICKREDUCT Algorithm.

tribute ¢ is indispensable in T. A setR C C of at-
tributes is called aeduct of C' if it preserves the condi-
tion: POSk(D) = POSc (D). EspeciallyaseR C C

of attributes is called minimal reduct of C'if it is mini-
mal among all reducts with respectdo With regard to
computational complexity and memory requirements,
the calculation of all reducts is an NP-hard task [10].
To solve this problem, we use QUICKREDUCT al-
gorithm [3,6] shown in Fig. 1 for feature selection of
Web-page classification. The algorithm usegidgzee

of dependency vp (D) as a criterion for the attribute
selection as well as a stop condition as folloWws:

| POSp(D) ||
(R —

This algorithm does not always generatmiaimal
reduct sinceyp (D) is not a perfect heuristic. It does
result in only one close-to-minimal reduct, though it is
useful in greatly reducing dataset dimensionality. The
average complexity of QUICKREDUCT algorithm was
experimentally determined to be approximatélyn)
for a dimensionality of: though the worst-case runtime
complexity isO(n!).

vp(D) =

2.2. TF-IDF weighting method

TF-IDF weighting is based on the heuristics that (i)
the more times that a word appears in a document, the
more relevant that a word is to the content of that doc-
ument, and (ii) the more documents a word occurs in,
the less relevant that a word is to the content of docu-
ments. We use the following function call@&-1DF
weighting to compute the weights taking into account
the above heuristics:

LFor any set4, || A || denotes the cardinality of.
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wheret, d and N denote a term, a document and the
total number of documents respectivelf(t, d) is the
frequency of the termin the documend anddf (t) is
the number of documents in which the termppears.
TF-IDF weighting method is a feature selector which
selects a term as a relevant feature iffidf (¢, d) for
some documentis greater than a givahreshold. Ac-
cording to the vector space model, each coordinate axis
is defined as the one mapped from the corresponding
selected term (i.e. feature). Therefore, in feature space,
a documenti is represented by a vector whose each
value of the coordinate axis correspondingto a selected
featuret gives rise to a nonzero value (1 in our case)
if tfidf (t,d) is greater than ththreshold; otherwise a
zero.

tfidf (t,d) =

2.3. SVM-based feature selection method

Brank et al. [2] proposed a feature selection method
based on linear Support Vector Machines. In their
approach, first, the linear SVM is trained on a sub-
set of training data to compute a vector of weights
w = (w1, ..., w,) which is normal to the hyperplane
separating the positive from the negative examples.
Second, considering that features with small values of
|w;| do not have a large influence on the predictions of
the classifier based om, the dimensionality of feature
space is reduced in a way that, if the absolute value
|w;| of a featurej is small enough, the corresponding
jth feature is deleted. As a result, a skbf selected
features is obtained as the one which contains all the
features undeleted in this way

In general, a SVM is a classifier for binary classi-
fication whereas Web-pages have multiple categories.
So, in our research, we slightly extended the SVM-
based feature selection method (SVM-FS method, for
short) proposed by Brank et al. in order to apply it to
Web-page classification as follows.

Let Page$ be a set of terms extracted from tfth
page for the category. Then a set of all terms con-
tained inUPages is regarded as an unreduced feature
set. When its cardinality i®, Page$ is represented
as a vector having the class lalogh an-dimensional
(unreduced) feature space.

In the following, our SVM-FS method is shown
wherePage;r (or Page;") for anyPageg' denotes a set
of items contained inPage,f/, but it has a class label
(or —) instead of’.
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1. GivenUPage? , a binary class datas@s.. for
each classg is constructed as follows:

For anyPagegl, if its class label’ is equivalent
toc, Page} € DS.; otherwisePage; € DS,.

. For each class a setA. of selected features are
computed by applying Brank et al.'s approach to
the dataseDS...

3. A setA of selected features is obtained asA...

2.4. Frequent itemsets as attributes

In the Tsukada et al.’s approach [1#fquent item-
sets are generated as attributes to design tabular data
from Web-pages based drasket analysis which is
well-known in the field of data mining. Basket anal-
ysis targets a set of transactions consisting of a set of
items (i.e. terms) and derives itemsets hawdagport
greater than a user-specifigtleshold. The support of
an itemsef means how frequentli appears, and it is
defined as the ratio of the number of transactions in-
cluding the itemset to the total number of transactions.
Itemsets having support greater than the thresmatd
imum support are calledfrequent itemsets. Then fre-
guentitemsets extracted from Web-pages are defined as
the attributes of a decision table that reflect the features
of Web-pages for each class label.

After attributes are generated in this way, their deci-
sion table, i.e., a matri¥’ is defined as follows. Let
be the label of some class, be the decision table for
classc, Pagef be theith page for the classwhich is a
set of items, (i.e., nouns) adtribute; be thejth fre-
quent itemsetitemset; generated for the clags Then
T.[i, 5] 1s 1 if Itemset] C Page;; otherwise it is zero.
T is constructed by integratirify. for every class label
C.

3. Classifiers

To assess the effectiveness of the feature selection
methods described above, we use two kinds of classi-
fiers. One is C4.5 [9] and the other is Support Vector
Machines (SVMs, for short) [4].

3.1. Aclassifier based on decision treelearning

Given a decision table (i.e., a set of training exam-
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ate each attribute using a statistical test to determine
how well it alone classifies the training examples. As
a result, the best attribute is selected and used as the
test at the root node of the tree. A descendant of the
root node is then created for each possible value of this
attribute, and the training examples are sorted into the
appropriate descendant node by descending the branch
corresponding to the example’s value for this attribute.
If (almost) all the training examples associated with
the descendant node belong to the same class, it makes
the descendant a leaf node having the class label of its
examples instead of test. Otherwise, the entire process
is then repeated using the training examples associated
with each descendant node to select the best attribute to
test at the point in the tree. This forms a greedy search
in which the algorithm never backtracks to reconsider
earlier choices.

C4.5 [9] uses a statistical criterion callgdin ratio
to evaluate the goodness of the attribute. When a new
instance reaches a leaf node of the decision tree, its
class is determined using the label stored there.

3.2. Support vector machines

Firstly, we introduce SVMs with the linear kernel.
Letxy,...,x,, be training vectors representing train-
ing examples in al-dimensional feature space, and
Y1, .-, Ym € {—1,1} be a class variable denoting that
x; (1 < i < m) is a positive example if; is 1 and
is a negative example ij; is —1. Then the problem
is to classify a vector of an unknown class by using a
decision boundary learned from these training vectors.
Forlinear SVMs, the decision boundary is a hyperplane
whose functional form can be written as

f(x)=wix+b,

wherew is a d-dimensional weight vector normal to
this hyperplane, antlis a bias term.

In general, the class predictor trained by a SVM has
the form prediction(x) = sign(f(x)) wheresign(z)
is defined as 1 it > 0; otherwise is—1, and f(x)
is derived using a sefV's of support vectors s; as
follows:

f(x) = Z a;y;iK(si, x) +b.

5, €SVs

ples), the decision tree learning algorithm creates a tree Here K(z, x) is a kernel function. In case of a lin-
data structure that can be used to classify new instancesear kernelK(z, x) = z”x, the class predictor can be
whose class labels are unknown. Given the training rewritten assign(w’x + b) where the weight vector is
examples, it begins with the root of the tree to evalu- given by
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w = Z Y. 4.2. Performance measures
s, €SVs
The following four quantities are used in several

In our experiments, w VMs with the linear i
our experiments, we used SVMs with the linea measures to evaluate the performance of a classifier.

kernel as well as SVMs with the polynomial kernels

(p = 2, 3) defined as follows: — TP (True Positive): the number of documents
. . correctly classified to that class.

Polynomial Kernel — K(z,x) = (z" x+ 1)". — TN (True Negative): the number of documents

The SVM tool we used was TinySVM [15] developed correctly rejected from that class.

— FP (False Positive): the number of documents
incorrectly classified from that class.

— F'N (False Negative): the number of documents
incorrectly rejected to that class.

at Nara Institute of Science and Technology.

4. Experimental evaluation ) N
Using these quantities, the performance of the clas-

sification is evaluated in terms dfccuracy, Error
4.1, Datasets used rate, Precision, Recall, andF; measure defined as fol-
) lows [11]:

Tsukada et al. [12] performed the experiments for TP+ TN
the classification of Web-pages on 5 domains of 14 Accuracy = ,
top-categories in Yahoo! JapanArts & Humanities’, TP+TN+FP+FN
“Business & Economy”, “ Education”, “ Government” Precison — TP
and ‘Health” (respectively abbreviated here AR, Be, TP+ FP’
Ed, Go, He). They randomly downloaded about 250 TP
Web-pages per category, for a total of 1270 Web-pages Recall = TP+ FN’
(see Fig. 2). 9

According to their method, downloaded pages are F; measure =

1 1

first subjected to a pre-processing procedure including SreciSon + ol

removal of the HTML tag, morphological analysis, and
so on. The morphological analysis is done by using the
system thasen” [14], and the sePageS (1 < i < n.)

of noun keywords is derived for each categeras
denoted below:

When distributions are highly skewed, as those
in text categorization often are, usin§ccuracy or
Error rate = 1 — Accuracy may be inappropriate. In-
steadRecall, Precision, andF; measureare commonly

class, < {Pagef,...,Page], ..., Page; }, used as classification performance measures. There is
a trade off relationship betwed®recision and Recall
Page; = {word; ;,...,word; ;,...}, So, the F} measure which is the harmonic mean of
Precision andRecall is mainly used in this study since
wherePage{ indicates the-th Web-page labeledass,, it takes into account effects of both quantities.
and word{ ; indicates thej-th item extracted from
Pages. 4.3. Experimental settings
In our experiments, we used 1270 Web-pages (i.e.
S ne = 1270) collected by Tsukada et al. [12] where Using Yahoo data over 5 categories addressedin Sec-

pages belonging to multiple categories were included, tion4.1, we performed experiments in order to evaluate
whereas in the experiments of Tsukada et al., they used the following items:
the dataset which was a subset of ours and comprised (i) How effective for Web page classification is

of only 1000 Web-pages. the rough set-aided feature selection method
Consequently in our experiments, we used the 11385 (the RSDR method) compared with SVM-based
items (i.e., nouns) in total extracted from the 1270 Web- feature selection method (SVM-FS method),
pages. Such a pre-processed data$age; can be TF-IDF weighting method, and the method of
used as a set of training and testing examples for Web- generating frequent itemsets as attributes when
page classification, to which various feature selection these methods are used with classifiers such as

methods addressed in Section 2 become applicable. CA4.5, linear SVMs and polynomial SVMs?
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Fig. 2. The flow of data for Web page classification.

(i) With what kernel do SVMs perform best for
Web-page classification?

(iii) What is the performance of QUICKREDUCT
algorithm? Is the QUICKREDUCT algorithm
fast enough for practical use of the Web-page
classification?

Applying the feature selection methods described in
Section 2 to the pre-processed datasHpage;, the
reduced datasdbata was generated as the attribute-
reduced decision table (see Fig. 2). In our experiments,
the TF-IDF weighting method, the RSDR method and
the SVM-FS method as feature selectors were evalu-
ated.

The classification performance is evaluated by us-
ing the reduced datasBtta and the classifier C4.5 or
TinySVM as follows.

First, for each category, the binary class dataset
Data. is constructed fronData, each having examples
of binary classes: positive and negative examples of
class.. SuchData, is used to evaluate th@nary class
classification in our experiments as was done in the
experiments of Tsukada et al. The main reason is that
a supervised learning methods like TinySVM can not
classify a set of data into multiple classes at once though
some documents may belong to multiple categories.

Next, the classification performance of the classifier
C4.5 or TinySVM using the datasBgta. is evaluated
based om-fold cross-validation. This method divides
all examples irData,. into n subsets of approximately
equal size. Each time one of thesubsets is used as
a set of testing examples and the other 1 subsets
are put together to form a set of training examples.
The same trial is repeatedtimes, and the averaged
performance in the: repetitions is the result used to
asses our approach. Tsukada et al. appliddid!-
cross-validation in their experiments, so did we in our
experiments.

The averaged'; values in 4 repetitions for each of 5
categories are shown for the classifier C4.5in Fig. 3and
for TinySVM in Fig. 4, where four lines in each figure

80
75
70

Be Ed

category

Go He

Fig. 3. 1 value for each of 5 categories by C4.5.

Be Ed

category

Go He

Fig. 4. F} value for each of 5 categories by SVM.

RSDR method and the SVM-FS method whose total
number of selected features is 903.

4.4. Experimental results

With respect to the TF-IDF and the RSDR methods,
the averaged classification performance over 5 cate-
goriesis shownin Table 1 for the classifiers, C4.5, linear
SVMs and 2nd order polynomial SVMs respectively.
Results of four different feature selection schemes are
shown for each classifier: 1) no feature selection, 2)

correspond to one case selected no features and threeTF-IDF, 3) RSDR, 4) RSDF after TF-IDF. In this table,

cases applied three kinds of feature selection methods,

that is, the TF-IDF method whose threshold is 0.4, the

R means the RSDR method and T means the TF-IDF
method, and whether they were used or not, is denoted
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Table 1

Performance for RSDR and TF-IDF

classifier feature selection performance (%)
T R Num. Accu Prec Recall F
C4.5 x x 11385  86.36 77.85 4391 55.88
04 x 1113  87.01 76.81 4957 60.11
x O 336  87.23 78.16 49.94 60.80
025 O 371  87.18 78.81 4880 60.14
SVM (linear) X x 11385  85.26 67.17 5291 59.09
04 x 1113 8710 72.63 5847 64.76
x O 336 8819 77.62 58.16 66.46
025 O 371 8865 70.92 59.05 67.69
SVM (2nd polynomial)  x x 11385  81.78 55.62 48.04 51.08
06 x 638 8474 6494 53.03 5814
x O 336 8510 5852 56.50 60.41
by the symbolg) or x. Especially for any case the TF- Table 2
t Performance for SVM-FS
IDF was used, the optimal threshold value of the TF- —
IDF offering the highesf’ | is sh instead of classifier Num. performance (%)
offering the highest", value is shown instead o Accu  Prec  Recal F
O along with the corresponding performance. Num., —c;¢ 301 8682 7737 4853 5952
Accu., Prec., Recall anH; denoteNumber of selected 336 86.66 76.27 4857 5922
features Accuracy, Recall, Precision and F'; measure 397 86.65 7658  48.01  58.92
respectively. 602 87.51 7826 51.94 6234
. 903 87.18 77.20 50.80 61.17
Wlt_h_ respect to the SVM-FS method, .the. average_d 1204 86.85 7712 4811 5912
classification performance over 5 categories is shownin ~sywminear) 301 87.84 7721 56.12 6497
Table 2 for the classifiers, C4.5 and linear SVMs where 322 8825 7721 59.02 66.88
each case was evaluated by specifying the number of ggg gg-gg ;g-ég gg-gg 2;'(7)8
features from 301 to 1204. E_spemally, in order to 602 8770 7430 5987 6620
compare the SVM-FS method with the RSDR method, 903 8826 7659 60.38 67.44
SVM-FS was evaluated for the case whose number of 1204 87.67 75.01 5870  65.78

features was specified as 336, i.e. the number of features
selected by the RSDR method as is shown in Table 2.

Onthe other hand, the classification performance ob-
tained by Tsukada et al.’s approach is shown in Table 3
in order to compare our results with theirs. In Table 3,
Num. denotedlumber of frequent itemsets (attributes)
generated by minimum support level “Minsup”, and
F12 denotes the corresponding averaggdvalue over
5 categories.

Figure 5 shows the classification performances for
the linear SVMs versus selected features with respectto
RSDR, SVM-FS and TF-IDF method wheFg values
in Tables 1 and 2 are used. Especially, the performance
of RSDR is depicted by the symbel.

These performances indicates the following results:

1. Effectiveness of feature selection. Applying any
feature selection method such as RSDR, TF-IDF
(or the both) and SVM-FS can improve the clas-
sification performance because C4.5 and SVMs

2 F values in Table 3 are calculated based on the performance for
5 categories shown in [12, p. 310].

could have highef’; values when one of these
feature selection methods was applied than they
did when no feature selection method was used.

. Feature selection methods. Comparing the RSDR

method with the TF-IDF method for each classi-
fier, the RSDR method is more effective than the
TF-IDF method because thE; value obtained
when the RSDR method was applied is higher
than the highesk; value obtained by the TF-IDF
method with varying threshold values.
Comparing the RSDR method with the SVM-
FS method for the linear SVM classifier, both
achieves acceptable performances with keeping
high dimensional reduction because ffigvalue
67.00% obtained by the SVM-FS methodis alittle
better than or comparable wiity; value 66.46%

of the RSDR method for selected features, 336
(3% of the unreduced features). However, such
an optimal (or minimum) set of features without
deteriorating the classification performance for
the SVM-FS method is not known in advance and
should be found experimentally.
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Table 3
Performance for frequent itemsets

classifier  feature selection performance (%)
Minsup ~ Num. Accu Prec Recal B
C4.5 10% 823 884 79.4 57.3 66.3
20% 78 86.1 74.6 48.0 57.8
80
75
70
=65 ,d % SE
X
> 60 B
255 c/ F.'I'Fr
o -
L 45
40
35
30
0 500 1000 1500 2000

Number of Features

Fig. 5. Performances for 3 feature selection methods.

Comparing the SVM-FS method with the TF-IDF
method for each classifier, the best performance
of the SVM-FS method is always better than the
highest performance of the TF-IDF method.

With respect to Tsukada et al.’s feature selection
method, the RSDR method as well as SVM-FS
method combined with the linear SVM classifier
may be more effective than their method of gen-
erating frequentitemsets because it can obtain the
better or comparablé’; value by using the far
less number (i.e., 336) of features than theirs (i.e.
823) for the case having the bdst value in their
experiments (see Table 3).

3. Number of selected features. The RSDR method
can achieve grealimensionality reduction, re-
ducing the number of features or attributes to 336
(i.e., only 3% of the 11385 unreduced attributes)
without the need to use any threshold as well
as without deteriorating the classification perfor-
mance using the linear SVM classifier.

The SVM-FS method can also reduce feature
space as greatly as (or a little more than) that
of RSDR without deteriorating the classifica-
tion performance using the linear SVM classifier
though such an optimal set of features should be
searched experimentally.

4. Classification performance. In our experiments,
using the linear SVM classifier, we obtainég
values 66.46% for RSDR, 67.69% for RSDR
combined with TF-IDF and 67.44 % for SVM-
FS in conjunction with linear SVMs whose val-
ues are better than or comparable with the best
F value 66.3% obtained for frequent itemsets of
minimum supportlevel 10% in the experiments of
Tsukadaetal. These are acceptable performances
for Web-page classification.

5. Classifiers and SVM kernels. SVMs with the
linear kernel achieve the best performance for
Web-page classification among C4.5, the linear
SVMs and SVMs with 2nd-order polynomial ker-
nels since with respect to any feature selection
method, its classification performandg, (value)
is always the best among them.

6. Computational complexity. Figure 6 shows the
runtime of our QUICKREDUCT program to
compute the reduct for the numbeof attributes.
Given 11385 attributes, it takes 428 sec runtime
to compute the reduct under Linux operating sys-
tem on a 2.4 GHz Pentium IV computer, which is
the acceptable performance since it is necessary
to compute the reduct only one time for training
SVMs or C4.5 classifiers.
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Table 4
Number of Features for RSDR combined with TF-IDF

feature selection TF-IDF Threshold

R T 0 0.25 0.40 0.50 0.60
X O 11385 1682 1113 835 638
O O 336 371 388 470 308
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Fig. 6. RSDR runtime wrt dimensionality.

On the other hand, though it takes only few sec-
onds for the SVM-FS method to find a set of the
selected features for the given threshold, i.e. the
numbern of its cardinality, the task to search
for the optimal number of features experimen-
tally needs the human power such as preparing
data sets used in experiments and is very time-
consuming.

Figures 7, 8, and Table 4 are additional results of our
experiments as follows.

Figure 7 shows how much the classification perfor-
mance (i.eF; value) depends on the number of selected
features (or the TF-IDF threshold value) when decreas-
ing it from 11385 to 258 (or increasing the threshold
from 0.0 to 1.0) for the respective classifiers, C4.5,
SVMs with the linear kernel and SVMs with 2nd and
3rd order polynomial kernels. We can see again that,
for Web page classification, SVM with the linear kernel
is the best of all, C4.5 is the 2nd best, SVM with the
2nd polynomial kernel is the 3rd best, and SVM with
the 3rd polynomial kernel is the worst for the TF-IDF
threshold values between 0.0 and 0.8. The optimal TF-
IDF thresholds offering the highe#t; values for the
respective classifiers given in this figure are described
in Table 1.

We also evaluated the effectiveness of the feature
selection method for RSDR combined with TF-IDF
method, which is shown in Fig. 8 and Table 4. Figure 8
shows how much the classification performance (i.e.
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Fig. 7. Performance of classifiers and SVM kernels.
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Fig. 8. Performance for RSDR combined with TF-IDF.

Fy value) depends on the TF-IDF threshold for two
classifiers, C4.5 and SVM with the linear kernel, where
the threshold is increased from 0.0 to 0.6 as shown in
Fig. 8 and Table 4. In each classifier, the RSDR method
was used after the TF-IDF method was used. These
results again confirm that the RSDR method can select
the relevant features immediately without depending
on features selected by the TF-IDF method with the
varying TF-IDF threshold values.

5. Related work and discussions

In our experiments used Yahoo data, we found that
the RSDR method combined with the linear SVM clas-
sifier can achieve the high dimensionality reduction,
i.e. 336 selected features (3% of the original ones)
with keeping the acceptable classification performance
(Fy value: 66.46%) without any need of threshold
for feature selection. We also found that the SVM-



440

FS method combined with the linear SVM classifier
can achieve dimensionality reduction as greatly as (or
slightly greater than) the RSDR method without dete-
riorating classification performance. To our surprise,
using Yahoo data, the number of features selected by
the RSDR method, which was uniquely determined by
QUICKREDUCT algorithm, nearly coincides with the
optimal (minimum) number of features selected by the
SVM-FS method though such an optimal set of features
which does not deteriorate classification performance
had to be searched by the SVM-FS method experimen-
tally (see Fig. 5). Whether such coincidence of the
number of the optimal feature set always holds between
the RSDR method and the SVM-FS method should be
examined and verified by conducting many more ex-
periments using various kinds of datasets. However,
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be acquired before applying the rough set-aided di-
mensionality reduction in order not to deteriorate the
classification performance.

Lingras and Butz [7] showed how the classification
obtained from a support vector machine can be repre-
sented using rough sets. Though their formulation is
very interesting, no experimental results and applica-
tions are given. Their future work is to verify how their
approach is especially useful and effective for softmar-
gin classifiers by performing experimental evaluation.

Recently, An et al. [1] also conducted similar ex-
periments to ours using Yahoo Data to assess the ef-
fectiveness of the rough set feature selection method
on Web-page classification. Using 7615 pages down-
loaded from 13 Yahoo categories as the training data,
they first chose frequenttermsi{ = 20, 30, 40, 50, 60

we conjecture that such coincidence may occur because in their experiments) occurring Web-pages from each

the RSDR method tries to find automatically the quasi
minimal reductR of attributes (i.e. features) which can
classify all objects in a database into the sets for cat-
egories using the information d?-positive region of
the decision attribute based on the rough set theory.

With respect to the SVM-FS method proposed by
Brank et al., it is unclear to what extent the number of
features can be reduced without deteriorating classifi-
cation performance. For the practical purpose, how-
ever, the SVM-FS method may be more robust than
RSDR method because it can handle a large volume of
dataset [2].

Chouchoulas and Shen [3] proposed the text catego-

category, and then in the smaltdimensional vector
space, rough set-aided feature selection and a binary
classifier learning were done for each category using
the average 590 pages from each category. Classifica-
tion of a given new page was determined by combining
the voting results obtained from 13 classifiers. Their
experiments showed the effectiveness of the rough set-
aided feature selection for a large(i.e. n = 50, 60).
However, although an accurate comparison is difficult
because of the differences in experimental setting, their
classification performances (i.e. thgvalues) obtained

on the basis of their method are not so as good as ours.
They did not study the optimal numberof the origi-

rization system where features are selected by applying nal features giving the best classification performance
two processes, firstly keyword acquisition and secondly wheren is regarded as a kind of threshold. The number
rough set-aided dimensionality reduction. In their sys- n of the original features is so small in their experi-
tem, keywords are acquired based on the weighting ments that the number of the reduced attributes is also
methods such as the term frequency-inverse document very small (e.g. average 2.46 for 60 original features).
frequency (TF-IDF) metric, the fuzzy relevance metric  Besides, their experiments do not show whether rough
(FRM) and so on. The rough set theory is not used for set-aided feature selection is more effective than the
keyword acquisition, but is applied only for reducing other feature selection methods for Web-page classifi-
feature space dimensionality in their approach. On the cation.

other hand, we explored the possibility that the rough ~ Tsukada et al. proposed the method to generate
set theory contributes to keyword acquisition as well frequent itemsets as attributes (i.e. features) based on
as the dimensionality reduction. Our experiments cor- basket analysis, taking into account co-occurrence of
responding to Chouchoulas and Shen’s approach are words in Web-pages. Though the performance for min-
shown in Fig. 8 and Table 4 where RSDR method is imum support level 10% in Table 3 is comparable with
applied after applying the TF-IDF method for the fea- that of the linear SVM with the RSDR or SVM-FS
ture selection. These results show that, performance of method in Table 1, its number 823 of generated fea-
the combination of the TF-IDF method and the RSDR tures (i.e. frequentitemsets) is two and half times of the
method does not always give the better classification number of the features selected by the RSDR method
performance than that of the case applied the RSDR as well as SVM-FS method. Since almost all the fre-
method only (without the TF-IDF method). Itis un- quent itemsets have only one element (i.e. noun) ex-
clear for their method that how many keywords should cept about 10% of them having two elements, it seems
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that co-occurrence of words does not strongly affectthe  Although in this study, to classify Web pages over
classification of Web-pages but there may exist simple Yahoo top-level categories is focused on, our future
dependence between words and categories because nowvork is to investigate an approach for hierarchical clas-
only both the RSDR method and the SVM-FS method sifications of Web pages along the hierarchy of the
do not take into account the co-occurrence of words directory-style search engines.

but also the linear SVM classifier achieves the better
performance than SVMs with polynomial kernels for
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