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Abstract. The word of mouth information over certain review sites affects vari-
ous activities from person to person. In large-scale review sites, it can happen that
evaluation tendency of a product changes in a large way by only a few reviews
that were rated and posted by certain users. Thus, it is very important to be able
to detect those influential reviews in social media analysis. We propose an algo-
rithm that can efficiently divide stream data of review scores by maximizing the
likelihood of generating the observed sequence data. We assume that the user’s
fundamental scoring behavior follows a multinomial distribution model and for-
mulate a division problem.

Keywords: Data stream, Local improvement, Review site, Likelihood function.

1 Introduction

In recent years, reviews posted by users in review sites are explosively increasing and
those affect directly user’s purchase decisions and after-purchase actions. This implies
that review sites are becoming one of the important social media, which has an influ-
ence on sales promotion of products and services. There have been a large number of
studies on social media from various aspects. One typical direction is modeling how
information propagates through a social network (Yang and Counts 2010; Yang and
Leskovec 2010; Bakshy et al. 2011; Cui et al. 2011; Guille and Hacid 2012). At a more
fundamental level, sentiment analysis tries to classify contents on social media for a
certain topic (Melville et al. 2009; Pak and Paroubek 2010; Glass and Colbaugh 2011),
which could allow some companies to know how their products are evaluated by con-
sumers.

We are not only interested in knowing what is happening now and how it will de-
velop in the future, but also in knowing what happened in the past and how it was
caused, by some crucial changes in the distribution of the information. Such changes
might involve changes in the number of reviews which are posted in a certain period,
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i.e., changes in the posting interval and/or frequency, in which case existing burst de-
tection techniques (Kleinberg 2002; Zhu and Shasha 2003; Sun et al. 2010) would be
applicable. However, if no change in the time interval is involved, we would not be able
to use these techniques because they do not focus on the change in the content. In other
words, they intend to detect a burst for a single topic, and do not deal directly with
multiple topics and the change of their distribution.

Although these time series events that happen over a review site are of high value to
items reviewed, it is hard to guess them from the average score and recent reviews. For
this reason, a study of detecting changes of score distribution from a huge number of
reviews is important in the field of web intelligence. Therefore, we propose an interval
division method for score time series data from a retrospective point of view in a way
similar to the work of Kleinberg (2002), Swan and Allan (2000). The problem settings
and the algorithm of the proposed method are similar to that of what Saito et al. (2013)
have already proposed, but a newly introduced procedure which iteratively improves
the solution quality is totally new.

2 Problem Settings

We focus on the stream data of scores over a review site where items are evaluated
by scores with J-category and formally define the division point detection problem.
As mentioned in Section 1, our goal is to detect scoring changes and how long these
changes might have persisted. Let the score and the time of n-th review of an item be
s, and t,, respectively. Then, let us denote the observed scoring vector of an item as
D ={(s1,4), - ,(sn,ty)}, wheren e N ={1,--- ,Ntand s, € J = {1,---,J}. For
convenience sake of our model description, we introduce a dummy function to convert
sn to a J-dimensional vector, i.e., s, ; = {1 if 5, = j; O otherwise. Here, we assume that
pj whichis a probability of giving the score j is a multinomial distribution. Accordingly,
the log-likelihood for D is calculated by the parameter vector p = {p;,---,ps} as
L(D; p) = Ypen 2 jeg Sn.jlog p;. Thus, the maximum likelihood estimators of £L(D; p)
is given by p; = X ,en Snj/INI.

Let the time of the k-th division point be Ty (#; < Ty < ty). The parameter vector
that the distribution follows switches from p, to p,,, at the k-th point T;. Namely, we
are assuming a series of step functions as a shape of parameter vector changes. Let
the set comprising K division points be Cx = {T,---, Tk}, and we set Ty = #; and
Tk+1 = ty for the sake of convenience and Tj_; < Ty. Let the division of D by Cg be
Dy ={mTiy <ty < Ty}, iee, N={l,--- ,N} = {1} UD; U---U Dk, and |Dy|
represents the number of observed points in (7%-;, Tx]. Here, we request that |Dy| # 0
forany k € K = {1,---, K + 1} and there exists at least one ¢, and ¢, € Dy is satisfied.
The problem of detecting division points is equivalent to a problem of finding a subset
Ck C 7 where 7 is a set of the observed time points, i.e., T = {t|, 12, -+ , tn}.

The log-likelihood for the D, given a set of division points Ck is calculated by defin-
ing the parameter vectors P, = {py,- -+, Px1} a8 L(D; Pgi1,Ck) = Dieac L( Dk p)-
Therefore, the maximum likelihood estimators of L(D; Pg.1,Ck) is given by py; =
2onen, Snj/ 1Dkl fork = 1,--- K+ 1and j = 1,---,J. Substituting these estimators

to L(D; Px+1,Cx) leads to L(D; Px.1,Ck) = 2kek Duneny 2 jeg Sn,j10g Pr.j. Thus, the
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division point detection problem is reduced to the problem of finding the division point
set Ck that maximizes L(D; i’ml,C[(). However, L(D; i’K+1 ,Ck) alone does not al-
low us to evaluate directly the effect of introducing Ck. It is important to evaluate how
the log-likelihood improves over the one obtained without considering the parameter
changes. Therefore, we reformulate the problem as the maximization problem of log-
likelihood ratio. If we do not assume any changes, i.e., Co = 0, L(D; i’K+1,C k) 18 re-
duced to L(D; i’l,CO) = YnenN 2jeg Sn.j10g P1j, where pyj = 3,cn Suj/IN|. Thus, the
log-likelihood ratio of the two cases, one with K division points and the other with no
division points is given by LR(Ck) = L(D; Pr.1, Ckx) - L(D; P, Co). In summary we
consider the problem of finding the set of division points Cg that maximizes LR(Ck)
defined above.

3 Division Point Detection Method

First, we describe the procedure of a greedy search, hereinafter referred to as A/. This
is a progressive binary splitting without backtracking. We fix the selected set of (k — 1)
division points Cy—; and search for the optimal k-th division point 7 and add it to Cy_;.
Generally 2(LR(Ck) — LR(Cy—1)) follows a y-distribution when N is sufficiently large,
thus we use the y’-test as the termination condition of this search. The algorithm is
given below.

Al-1. Initialize k =1, Cy = 0.

A1-2. Search for Ty = arg max; s {LR(Cr-1 U {t,})}.

A1-3. Update Cy = Cy—1 U {T}}.

Al-4. If 2(LR(C) — LR(Ci-1)) is lower than the critical value of y2, which was set
according to the pre-specified significance level and the degree of freedom J — 1,
output Cx and stop.

A1-5. k= k+ 1, and return to A1-2.

Here note that in A1-3 elements of the division point set C; are reindexed to satisfy
T,y < T;fori = 2,--- k. Clearly, the time complexity of this simple algorithm is
O(NK) which is fast. Thus, it is possible to obtain the result within an allowable com-
putation time even for a large N. However, since this is a greedy algorithm, it can be
trapped easily in a poor local optimal.

Next, we describe the procedure of a local search, hereinafter referred to as A2. We
start with the solution Cx obtained by Al, pick up a division point 7} from the list,
fix the rest Cx \ {T}} and search for the better value T, of Ty, where - \ - represents
set difference. We repeat this from k = 1 to K. If no replacement is possible for all £
(k=1,---,K), ie, T = Ty for all k, no better solution is expected and the iteration
stops. The algorithm is given below.

A2-1. Initialize k=1, h = 0.

A2-2. Search for T} = arg max,,e7 {LR(Ck \ {T}} U {t.)}.

A2-3. If T = T, set h = h + 1, otherwise set & = 0, and update Cx = Cx \ {T}} U {T}}.
A2-4. If h = K, output Cg and stop.

A2-5. If k = K, set k = 1, otherwise set k = k + 1, and return to A2-2.
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It is evident that this algorithm requires computation time several times larger than
that of the greedy algorithm, but the solution quality is substantially improved over the
greedy solutions.

3.1 Proposed Iterative Method

We refer to a basic procedure that obtain Cx by Al and improve Cx by A2 as Sequen-
tial Method. The drawback of this procedure is that improvement starts only after all
the division points K has been obtained. We can embed the improvement step within
the first step. The following Iferative Method would be more credible in reaching the
converged solution. The procedure is given below.

I1. Start the process from Al-1.

I2. If k > 2 at the beginning of A1-5, output Cy, as Ck.
13. Improve Cx by A2 and output Cx as Cx.

I4. Restart the process from A1-5, and return to 12.

4 Experimental Evaluation

In what follows, we explain a real review dataset and show the results of the division
point detection by our method. Here, we pre-specified the significance level p = 0.005,
which determines when to terminate the A1 process.

We collected real stream data of scores from “@cosme” ! which is a Japanese large-
scale review site for cosmetics. Because the termination condition in our method as-
sumes that there are sufficient samples, we targeted the items whose number of reviews
N = |D| were greater than 200. In the collected @cosme dataset, the number of items
is 5,924, the number of reviews is 4,329,702, the range of scores is 0 to 7 (used as
j=1,---,8).

First, we show two plots of statistics about division points K which are detected by
Sequential Method and Iterative Method. Fig. 1(a) shows the frequency distribution of
the number of detected division points K, and Fig. 1(b) shows the mean log-likelihood
ratio LR(Ck) of the number of division points K. From Fig. 1(a), we can see the ex-
pected numbers of division points obtained by both methods are almost the same. Ac-
tually, the mean number of division points K per item for Sequential Method is 1.347
and that for Iterative Method is 1.316. From Fig. 1(b), we can see the expected value of
the objective function obtained by Iterative Method is slightly greater than that obtained
by Sequential Method. As a matter of fact, the mean log-likelihood ratio LR(Ck) per
division point obtained by Sequential Method is 18.317 and that obtained by Iterative
Method is 18.506.

Next, we explore the relation between solution quality and time complexity. Fig. 2(a)
compares the improved values of the objective function over their simple greedy solu-
tion for each number of division points K in local search process (A2), and Fig. 2(b)
compares the increased rates of time complexity (Al and A2 vs. Al alone) for each

"http://www.cosme.net/
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Fig. 1. Plots of the statistics about division points K

number of division points K. It can be seen clearly in Fig. 2(a) that the solution qual-
ity of Iterative Method is better than that of Sequential Method. In contrast, as shown
in Fig. 2(b), the computation time of Sequential Method does not increase much as K
increases, while that of Iterative Method does. Here, it should be noted that Iterative
Method is also fast enough because time complexity in both methods is almost linear to
the number of reviews.
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Fig. 2. Plots of the relation between solution quality and time complexity

Finally, we show the details of individual items which are high in the ranking of
the effective value LR(Cy) — LR(Ci-1). Here, we only show the results by Iterative
Method that gives better solutions. For easier understanding the results, we selected
items whose number of reviews N = |D| were less than 500. Figs. 3(a) to 4(b) show
the detected division points 7 and the changes of the score distribution for two items
which are the 1st and the 2nd place under the conditions mentioned above, respectively.
As presented in these figures, we can say that our method could be applicable to divide
such streaming data of scores as used in this study with a suitable number of periods
according to change of a score distribution of reviews.
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5 Conclusion

This paper addressed the problem of detecting the division points from time series data
of reviews by considering the change in the distribution of score. We formally defined
the problem of detecting the division points as the problem of finding the model pa-
rameter values by maximizing the likelihood of the observed stream of score data being
generated. We then devised efficient algorithms to search for the division points, whose
time complexity is almost linear to the number of reviews. Our immediate future work
is to evaluate experimentally the proposed method with synthetic stream data of scores
in order to confirm whether or not it can detect the ground truth.
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