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A stagewise optimization of the refueling sched-
ule for light-water reaclovs has been developed
with emphasis on the nucleay model. ‘The decision
variables to be determined are end-of-cycle (EOC)
reactivity distrvibution, energy output, powev dis-
tridution, number of fresh fuel assemblies, num-
ber of reinsertion of used assemblies, selection of
assemblies for discharge, and allocation of each
fuel assembly in a two-dimensional cove geome-
try.

Division of the total problem into six phases
permits usage of the most effective method in
each phase. This study employed such techniques
as linear programming for regionwise shuffling
optimization, linear iterative search for the opti-
mal EOC state, the minimum integrated k-devia-
tion method for a guess allocation, and direct
search for the optimal allocation of each fuel
assembly, etc., all of which are intevrelated.

The applicability of this method o a com-
mercial light-water reactor was demonstrated for
a 1300-MW(th) boiling-water reactor by success-
Jully genervating a ten-cycle refueling schedule
using a fixed envichment of initial and veload fuel
and allowing rveinsertion of discharged fuel as-
semblies from the first to the third cycles.

The results indicate a savings of as much as
14% of the fresh fuel consumption over a conven-
tional mixed four- and five-batch scatter loading,
with thevymal characteristics well within design
limits.

I. INTRODUCT ION

The nuclear-fuel-cycle cost for a light-water
reactor (LWR) is strongly influenced by the in-
core fuel management scheme. Treatment of the
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nuclear core loading as an optimization problem
over the entire reactor life can reduce fuel con-
sumption by a minimum of 10%. For a typical
large boiling-water reactor (BWR), this would
mean an annual savings in the cost of nuclear fuel
of ~$350 000 (Ref. 1). In addition, the large de-
mand for light-water nuclear fuel in the early
1980°s further suggests the need for optimization
of the in-core nuclear fuel management.

Due to the size of the problem, complete
optimization of a refueling scheme for the entire
reactor lifetime is a tremendous task. The pri-
mary reason for this is the large number of
decision variables and the complexity of the
system. Several investigators have tried to sim-
plify the approach by formulating a mathematical
problem that could be successfully solved by
various optimization techniques, such as dynamic
programming,?’® variational methods,*’® and heur-
istic methods.®”’” When the number of variables
became too large to handle by a simple formula-
tion, a new approach was suggested which
separated the total problem into coupled sub-
problems, each of which utilizes the best optimi-
zation techniques. Mélice® was the first to
propose this approach and separated the problem
into two subproblems: (a) determination of the
number and enrichments of fresh fuel assemblies,
and (b) determination of the initial boron concen-
tration and the refueling pattern in which the fresh
fuel and recovered assemblies are to be loaded.
Using an optimal % profile complying with the
maximum power (minimum peaking factor) condi-
tion and cycling diagram, Meélice applied this
method to an analysis of the stationary and transi-

*Present address: Atomic Energy Research Labora-
tory, Hitachi, Ltd., Ozenji, Kawasaki, Kanagawa Pref.
215, Japan. .

**Present address: Brookhaven National Laboratory,
Upton, Long Island, New York 11973.
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ent cycles. of the SENA pressurized-water reactor
(PWR) with a three-region mixed mode.

Thomsen® employed a similar approach to a
one-dimensional core model of a BHWR and the
Yankee (PWR) reactor. In his approaches, sev-
eral automated shuffling methods were presented
by assuming a fixed enrichment and batch fraction
for new assemblies.

Sauer'® separated internal decisions (those
which affect the operation of the reactor) from
external decisions (those which interrelate with
overall fuel management or total energy produc-
tion). Sauar’s approach provides a systematic
procedure for an internal fuel-cycle optimization
problem employing linear programming to opti-
mize fuel shuffling for a few-region BWR.

Suzuki and Kiyose'' applied linear programming
to determine internal decision variables in terms
of Sauar’s definition. Suzuki and Kiyose calcu-
lated a refueling schedule of a five-region-core
BWR over ten cycles without detailing the optimal
allocation of each fuel assembly to a two-dimen-
sional array.

Naft and Sesonske' developed a direct search
algorithm to optimize the fuel shuffling pattern
and applied it to the San Onofre PWR. In their
application, only part of the internal decision
variables were considered.

Howland et al.” separated the fuel shuffling
problem into two stages: (a) the finding of an
optimal % profile by the gradient projection meth-
ods, and (b) the allocation of each assembly to
best fit the reference % profile by the Monte Carlo
method. Howland’s approach also considered only
a part of the internal decision variables.

In another approach, Chitakara and Weisman™
related the movement of each fuel assembly to
fuel-cycle cost by assuming an equilibrium cycle
and applying a standard assignment problem tech-
nique.

The approaches discussed above indicate the
necessity of developing a method to optimize both
the internal and external problems, with greatest
stress on the nuclear model in a reasonable
amount of computer time.

In an attempt to satisfy the above require-
ments, a computer program (OPREF) was de-
veloped which generates an optimal refueling
schedule in a two-dimensional nuclear-thermal-
hydraulic-coupled model. This method builds on
the contributions of many previous investigators,
particularly Thomsen,® Sauar,'® Suzuki and Ki-
yose,!! and Naft and Sesonske.

Il. GENERAL INFORMATION

The formulation of the problem is based on two
assumptions which permit decomposition of the
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total problem into several phases:

1. The burnup characteristics of each as-
sembly can be calculated separately.

2. The state of the reactor core can be repre-
sented by a %k distribution.

The first assumption permits use of the FLARE-
type fitting formulation' applied to burnup calcu-
lations without solving the burnup chain equation.
The second assumption implies that there is a
one-to-one correspondence between the %k, and
kegt distribution. Thus, the power distribution and
kegr can be approximately calculated without know-
ing the actual fuel distribution.

A refueling schedule can generally be ex-
pressed as a multistage decision process. The
cost of cycle j can be expressed as

Z,‘ =f(X,-_l, W;) ) (1)
where X; defines the end-of-cycle (EOC) state of
cycle j and W; defines the decision vector at cycle

j. Thus, the minimization of the total cost, J,,
over the entire life is

J
minJg = min 2 f(Xj-[, W,‘) . (2)
Wi j=l
The components of the decision vector, W;,
which are to be determined at each cycle j are as
follows:

1. operating period At;
2. EOC reactivity distribution EeXC(7)
3. energy output Enj(T)
4. power.distribution Pi(7,t)
5. control-rod distribution Ci(rt)
6. enrichment of fresh fuel €
7. number of fresh assemblies
8. number of reinsertion of used as-
semblies Gj

9. selection of assemblies for discharge
10. shuffling scheme.

The following constraints must be taken into
consideration:

1. burnup limit
residence time limit
. power density limit

. heat flux limit

[5 I~ 7 B V)

local reactivity limit (stuck-rod margin).

The decision vector W; can be divided into two
subvectors based on the second assumption above:
NUCLEAR TECHNOLOGY
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W,' = (Wjo, Gi) s (3)
where
Wio = [atj, ki S(7), Eni(7), Pi(r,t), C;(r,1), ¢;]
G; = description of the refueling scheme.

The beginning-of-cycle (BOC) state, kov(7),
can be calculated by assuming kfo?c and E,,l.('r)
[assumption (1)]. The power distribution, P;( 7, ¢),
is determined by C;( 7, ¢). X a Ci( 7, £) exists that
can transfer the state from k89C(») to kEIC(7)
without violating constraints (4) and (5), the
trajectory itself has no influence on the cost. In
other words, the optimization of control-rod pro-
gramming should be considered only in determin-
ing the optimal terminal state, k59°(7), and the
optimal energy output, En]'( ¥), and is separable
from the determination of G;. A discussion of
optimal terminal state (OTS) is given in Ref. 16.
Thus, W;, can be written as

[/]/;o = Wiol = [At,,kgEo(l)c( 'r), Enj(r)) E,] . (4)

The vector, G, can be regarded as the variables of
the internal optimization problem which should be
solved using W;¢ as the boundary condition:

G; = G,'( W,'o') . (5

Under this condition, Eq. (2) can be separated into
a two-stage optimization problem:

J
min [min >, f(x--l,W,-)] . (6)
{Wjo'} {Gi} =t

Of the components of Wjo, ¢; is most affected by
constraint 2 and is separated from the other
constraints as follows:

Wio = (W;a", €;)
The decision vector, Gj, describes the refueling

scheme. For convenience, G; is separated into
two parts:

Jo=

1. regionwise shuffling—the decisions, Gjo, as
to the kind of assemblies that should be in
each region

2. the optimal allocation of each fuel assembly
in each region in a two-dimensional geom-
etry.

Thus,

G; = (Gjo, allocation of fuel assemblies) . (8)

The cost, Jo, [Eq. (6)] is assumed to depend
only on Gjo; therefore, the optimal allocation can
be performed on the basis of a minimum mis-
match factor. A five-region core model is suf-
ficient for implementing this problem. A flow
diagram of the general procedure discussed above
is shown in Fig. 1.
NUCLEAR TECHNOLOGY
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{Wio} quess

= i |
Min X J; modificajion | |modification
{6jo}i=1 of {Wio} of {€ j}

| optimal allocation |

Fig. 1. General optimization procedure of the refueling

schedule.

l1l. STAGEWISE OPTIMIZATION

Linear programming can be applied to deter-
mine {G;} for a given set of {W,}. For this
application, the methods of Sauar' and Suzuki and
Kiyose'' are briefly reviewed. Sauar defined the
term ‘‘lot’’ as a group of assemblies that have the
same history. Numeration of the different his-
tories permits classification of assemblies into a
number of different lots, I. The number of as-
semblies in each lot can be determined by a linear
programming code. Application of linear pro-
gramming takes into account regionwise reactivity
and material balance, and minimizes the fuel-
cycle cost.

Sauar’s approach,'® when applied to a five-
region nuclear core model, produces as many as
6 x 10° lots. Application of the residence time
limit (e.g., 5 yr) constraint reduces the number of
lots to ~8 x 10*, which still yields the number of
variables of 80 000 and the number of constraints
of 100. Assuming the equilibrium loading from
the sixth cycle on-and limiting I to 116, Sauar
applied this method to a two-region ten-cycle
model of a BWR. Thus, the problem contained
only 116 variables and 40 constraints and could be
easily solved. Direct application of this method to
a more realistic five-region model appears to be
impractical.

Suzuki and Kiyose'' defined the fuel loading
matrices a,z,. and ,3,1,., which describe how many
fuel assemblies of burnup level, i, are loaded into
region % at cycle j, as the method to express the
fuel loading state at each cycle (where ¢ and 8
refer to the BOC and EOC, respectively). .Once
W;o is given, the burnup level, i, of each region, &,
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can be precalculated by considering all the pos-
sible histories of fuel assemblies. The corre-
sponding #E9S"and the transfer relation from a to
B can also be calculated. Suzuki and Kiyose also
used linear programming to minimize the fresh
fuel assemblies requirement for a five-region
model of a BWR by applying a regionwise mass,
reactivity, and energy balance, as well as a
continuity constraint. This problem was carried
through ten cycles under a no-reinsertion model
by assuming a flat ki%cand a Haling power distri-
bution,'” which is independent of cycle j. The
number of variables and constraints was 8208 and
1890, respectively. Computation time was ~5 h
using a CDC 3600 computer. With regard to the
optimization of W;o, this approach also seems
impractical. However, an interesting result was
obtained by solving the J stagewise optimization
problems, which provide an initial feasible solu-
tion to the original problem. The results indi-
cated that the total number of fresh fuel
assemblies necessary was only 0.7% larger than
the result of overall optimization; furthermore,
the stagewise optimization gave the simpler shuf-
fling scheme. In addition, the number of fresh
fuel assemblies loaded in each region approached
an equilibrium. This stagewise problem can be
solved in several minutes.

Investigation of these previous approaches led
us to conclude that an overall optimization of a
five-region core model cannot be performed on
today’s computers within a reasonable time. A
stagewise optimization approach is therefore sug-
gested as a means of solution.

Optimum use of fresh fuel assemblies is of
direct interest to a utility primarily because re-
fueling intervals are usually prescribed and the
capacity factor within a given time interval may
vary depending on dispatching parameters. It is
generally desirable to have the capacity factor as
high as possible. Therefore, a performance index
can be the number of fresh fuel assemblies loaded
in each cycle instcad of fuel-cycle cost calculated
in a simplified manner.

In Fig. 1, where the overall optimization
approach is shown, the improvement of {W,- } is
performed after the decision of {G;o}. However,
in the stagewise optimization, a straightforward
solution is obtained by iterating on Gjo and Wj, in
each cycle.

IV. NUCLEAR MODEL
One of the main objectives of this work was to
develop a method to optimize the allocation of

each fuel assembly in a BWR. It would be de-
sirable to employ a three-dimensional nuclear-
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thermal-hydraulic-coupled model to calculate the
power distribution throughout the reactor. How-
ever, the computer time necessary for such a
model would be on the order of several hours.
As a compromise method, a two-dimensional
FLARE-type nodal equation was developed. The
thermal-hydraulic treatment is similar to that
employed by FLARE. Improvement was made on
the fitting formula of the infinite multiplication
factor as a function of burnup, burnup-weighted
void, power, void, and control fraction. The
transport kernel was divided by ks of its node.'
Input data to this program, named MODFLA, are
essentially the same as FLARE with the exception
that a standard axial power distribution must be
provided to calculate the axially averaged void
distribution. Computer running time for MODFLA
is ~4 sec on a CDC 6500 for a normal power dis-
tribution calculation, and 40 sec for a Haling
power distribution calculation which makes the
reactor critical.

The accuracy of this method was compared
with a three-dimensional FLARE calculation. The
results, using different control-rod patterns, indi-
cated an error in the eigenvalue, A, channelwise
power, P;;, moderator density, U;, and infinite
multiplication factor, k;;, of 0.05, 5.0, 5.0, and
0.5%, respectively. These errors are considered
within acceptable limits.

Other parameters, such as maximum fractional
linear power density (MFLPD) and minimum crit-
ical heat flux ratio (MCHFR) are estimated by

MFLPD = max FLPD;; X Py,
1

MCHFR = min CHFR;;/Py,, ,
Yy

where P,,.is the axial power peaking factor. The
refueling and shuffling simulation is performed by
designating the assembly labels in a two-dimen-
sional array.

V. OPTIMIZATION PROCEDURE

The basic approach described in Secs. II and III
is divided into six phases, as is shown in Fig. 2.
To save computer time, the optimization of G, is
separated into two parts: a three-region and a
five-region core model. A linear programming
code was coupled with MODFLA for the purpose of
iterating in W,-' o and Gjo for a three-region model.
The search for W;, is essentially one-dimensional
due to the employment of the minimum fuel inven-
tory principle. The optimal three-region W;,, is
extended to a five-region W/o, and 2 more ac-
curate linear program is employed to solve for a
final Gjo-
NUCLEAR TECHNOLOGY
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Fig. 2. Calculational flow diagram of stagewise opti-

mization of the refueling schedule.

The optimal allocation problem is also divided
into two parts. First, an acceptable initial guess
load pattern is generated by using the minimum
integrated %-deviation method. This method does
not require a power distribution calculation and
thus significantly reduces the optimization time.
By employing the obtained guess allocation, a
more time-consuming direct search method is

NUCLEAR TECHNOLOGY VOL. 25 MARCH 1975
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applied to optimize the assembly allocation such
that the power peaking factor is minimized.

The optimization procedure is performed at the
estimated EOC state where all the control rods
are withdrawn. The power distribution can be
controlled by control-rod movement as well as by
fuel shuffling at BOC. To optimize both at the
same time is rather a complex problem and is
contrary to the basic assumption that the effect of
control-rod programming is separated from fuel
management through the optimal terminal state.

Previous studies'®’'® have indicated that al-
though optimal control-rod programming differs
from that employing the Haling power distribution,
at any instant the optimal EOC state W/o does not
differ significantly from that of a Haling distribu-
tion for current design criteria on power peaking.
On this basis, the Haling power distribution was
assumed to transfer the reactor from BOC to
EOC.

As a last step, a burnup calculation is per-
formed for the optimized assembly allocation.
The Haling power distribution and cycle length are
reevaluated; then the next cycle procedure is re-
peated. A more detailed description is given
below.

V.A. Phase 1

The first part of phase 1 is a file system in
which the histories of all the fuel assemblies are
stored. This file is composed of the following.

1. state of the fuel assemblies at EQC of the
previous cycle

2. stored fuel assemblies in the pool which
have been used in previous cycles

3. fresh fuel assemblies.

The discharged fuel assemblies are newly
added to this file at the end of each cycle. Burn-
up, E, burnup-weighted void, V, and residence
time, RT, of the fuel assemblies in the core are
renewed at the end of each cycle in the program
MODFLA. This file is the input to phase 1.

The problem is to determine the components of
decision vectors Wy, and Gj, for a three-region
core model. The approach is as follows:

V.A.1. Optimization of Gjo

The result should be expressed in terms of the
number of fuel assemblies of each type. This type
of problem requires integer linear programming
which has the capacity to handle hundreds of vari-
ables and constraints. Since such a program is
not readily available, two linear programming
methods are applicable. One method is to use 0, 1
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programming, in which the fresh fuel assemblies
have to be distinguished from each other by
artificially changing the nuclear properties slight-
ly; thus, each variable should be reduced to have a
value of either 0 or 1. Another method is to use
standard linear programming. In this case, fuel
burnup is levelized to include several assemblies
in each level, and all the assemblies in each level
are assumed to have the same nuclear property.
Levelization facilitates integerization of the re-
sults and reduces the scale of the problem. The
application of standard linear programming is
therefore possible. Here, the standard program-
ming method is applied.

At this stage, the residence time limit con-
straint can be checked. The computer program
checks assembly n to determine if the cycle length
plus the residence time exceeds the maximum
residency time. The remaining assemblies are
rearranged in order of increasing burnup for each
fuel type.

After assigning the fresh fuel assemblies to
level 1, new fuel assemblies, named the ‘‘col-
lapsed fuel assembly file,”” are generated by
levelizing the assemblies with level width of AB in
GWd/T (gigawatt-days/tonne). Burnup, burnup-
weighted void, and residence time are averaged
over the assemblies in the same level with the
fuel assembly labels undefined.

Among the other constraints, the average burn-
up limit is related to the enrichment of the fresh
fuel assemblies and can be treated separately.
Power density, heat flux, and local reactivity can
also be taken into account in a global form for the
optimization of the components of W;j,'. The opti-
mal allocation of fuel assemblies in a two-
dimensional array in phases 4 and 5 is aimed at
minimizing the power peaking, thus indirectly
satisfying the above constraints. Derating condi-
tion can be included in W;,'. Thus, only the maxi-
mum burnup limit and local reactivity constraint
need be considered at this stage of the determina-
tion of Gjo.

The burnup increment, AE;,, of the fuel as-
semblies at level ! in region % can be expressed
as follows:

AE, . = PL-fi.- AE (11)
where P} is the regionwise target power density
and AE is the core-averaged burnup increment of
one cycle, both of which are components of W’;o,.
The term f;, is the power mismatch factor be-
tween the adjacent assemblies.

The expression for f; , is based on the assump-
tion that the infinite multiplication factor, k., and
the material buckling, B?, are the major control-
ling factors:
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fix = Ci kk;:*;}: +Ca f;%i (12)
wik=F(Pt fies Ef g, Vig Uk, Iype)  (13)
El, = E +AE;, (14)
Vi, =V, + AE,, U} (15)
Bl = (Rlps - V/M; (16)

where C, and C, are constants such that C, +C; =
1.0 and where k%, U}, and Bi* are the target
infinite multiplication factor, moderator density,
and material buckling, respectively. The quanti-
ties k.., ;, Elz, and Vi, are the estimated EOC
infinite multiplication factor, burnup, and burnup-
weighted void, respectively.

Since Eq. (12) contains k., which requires
knowledge of f;, by Eq. (13), and since the func-
tion F is rather complicated, an iteration process
is used to calculate f;,. The following relation
must be satisfied for each region %:

’
E[.k = Enax ’

where Ega.x is the maximum allowable burnup.

The constraint on local reactivity is primarily
for the stuck-rod margin. Since this constraint is
applied to a cold state, several difficulties arise
in implementing this constraint. However, since
rod worth is strongly affected by the local re-
activity distribution of the surrounding assem-
blies, this constraint can be approximated by

Jie = flim (18)

where f|;n i8 the maximum allowable power mis-
match factor. These two constraints are checked
before the linear programming calculation. By
letting the number of assemblies of level [ in
region % be denoted as X; ;, Gjo is then expressed

Gjo = {Xi,k} (19)

It is understood in the following expression that
level [ in region k which violates Eqs. (17) and
(18) is skipped in the operation.

The constraints for linear programming are as
follows:

(17)

1. Continuity condition. The number of par-
tially burnt fuel assemblies of each level, I, in the
solution must be less than or equal to the number
of assemblies in the input assembly file, which is
denoted as N_;:

Nreg

kZ:X[,ks N 1=2,3,...,N , .(20)
=1

where N is the number of regions and N; is the
maximum number of levels over all regions.
NUCLEAR TECHNOLOGY
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2. Mass balance. The number of fuel assem-
blies in each region # must be a specific number,
Nalz:

Ni
le,k =Nak k=1,2,...

I=1

’ Nreg (21)

3. Energy balance. The average burnup incre-
ment of all fuel assemblies in each region must be
equal to the target burnup increment, AE}

By Eq. (11), the following energy balance equa-
tion is required:

Ny
121 AE;, - Xy, = AEL - Ny

E=1,2,..., Neg (22)

Noting that AE} = PfAE, Eq. (22) can be rewritten
in a simpler form:

Ny

IE_lfl.k X1, = Nag k=1,2, -+ -y Nieg (23)
Equation (23) states that the region-averaged
power mismatch factor should be equal to 1.0.

4. Reactivity constraint. The average infinite
multiplication factor of all. assemblies in each
region must be equal to the target infinite multi-
plication factor, k%, at EOC:

Ny N
12:’1 kore e " Xik 121 fe " Xee = kow

E=1,2,..., N (24)
£

The weighting factor, f; .- X;., which is propor-
tional to the allocated power in fuel assemblies of
level ! in region &, is used in place of the im-
portance function. By employing Eq. (23) in Eq.
(24), a simplified form of Eq. (24) is obtained:

Ny ,

Iz_lkwl,k “Fia " Xow = Bop o New

k=1,2,..., Neg (25)

The objective function of this problem is the num-
ber of fresh fuel assemblies:

Nreg

J = kz xl'k (26)
=1

The number of variables and constraints are
Neeg © Nyand N; -1 + 3 ¢ Neeg, which will be 150
and 44, respectively, for a five-region 30-level
problem. To investigate the nature of the prob-
lem, let a new variable, X,, be defined by

Nl’eg
Xp= 20 Xuk
k=l

Then, Eqs. (20) through (26) can be written as
follows:

(27)
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X;= N (28)
DX =D Ny =N, (29)
2 X =N, (30)
;,k_,xl=§k;k Nip =kw- N, (31)
J =X1'-’ min y (32)
where f; and %f, are defined as

23 ik X

f = t—— (33)
! X,
_ ? ootk Lk - Xip

kf) = (34)

Xy

Since Eqgs. (33) and (34) include the solution X,
which has not yet been solved, they are considered
unknown constants. However, the following condi-
tion applies independently of the value of X; :

fi>fin and  Ef; >Efin (35)

From Egs. (29) through (31), the following equa-
tion can be obtained:

Z: (1 +.?l + Efl)xl = (Eoo'*' 2)Na (36)
i
Then, Eq. (32) becomes
— Ny - =
g=Eo 2N & (L+fis k) (37)
1 +f1+kf1 1=2 (1 +f1+kf1)
Let
¢ =Lrfir
1+f+kA
Then, from Eq. (35),
C;>C3>...>Cy (38)

assuming one fuel type.

Thus, the optimal solution is such that X; should
be maximized from the smaller I (1= 2,3, ...).
In other words, it is desirable to discharge fuel
assemblies from those which have the largest
burnup. This suggests the existence of a thresh-
old level.

The next problem is how to determine X;. This
question is very important because if it is possi-
ble to calculate X, without solving X, ., it may be
possible to optimize other functionals. In the
above formulation, however, it is not possible to
solve X, in advance because the solution of X, de-
pends on the unknown coefficients f, and %f;, which
are determined only after the solution x,, has been
obtained. Thus, X;, as well as X; must be de-
termined by solving Egs. (20) through (26).
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V.A.2. Optimization of W},

The problem at this stage is to determine the
optimal W’o that yields the mmlmum number of
fresh fuel assembhes Smce 2EOC determines the
power distribution and if REC permxts criticality at
EOC, with all control rods removed, then the
k o distribution at BOC can be obtained by a time
reversal integration of the power distribution at
EOC. This method is based on the assumption
that the ko distribution at BOC may not be flat
within each region. On the other hand, if we
assume that the %, distribution at BOC would be
flat in each region, then the k. distribution at
EOC is also not flat. Such an approach requires
calculating the Haling power distribution. The
first method gives a smaller fuel inventory at
BOC due to the more desirable k. distribution.
What should be determined here is a region-
averaged k%, not a detailed k,, distribution across
the core. On this basis, the first method was
chosen from the computational standpoint.

The optimal loading principle states that the
fuel assemblies with better nuclear properties
should be placed toward the center of the core so
long as the power-peaking constraint is not vio-
lated.'®*® The search for W), is essentially one-
dimensional for the three-region core model. The
value of k., for the first region can be determined
by the power-flattening principle, leaving only one
degree of freedom for %k, in the second and third
regions due to the criticality condition.

Other constraints that must be taken into
account are the power density limit and the local
reactivity limit in a global manner:

max Pii = Pmax (39)

' kEOC EOC

kook4-1' = Alpax k=1, 2 (40)
Since the characteristics of fuel assemblies
that are placed into this phase differ from cycle to
cycle, the optimal W/, and Gj, also differ from
cycle to cycle. In other words, k%, and k%, de-
pend on the history of fuel assemblies. Criticality
is attained by adjusting the region-averaged burn-
up of the second region, E., for each value of the
region-averaged burnup of the third region, Ej,
which is a parameter to be optimized. The criti-
cality search is based on successive quadratic
interpolation using the three latest pieces of data
in a two-dimensional geometry (MODFLA).
Physical insight indicates that the optimal W,
is the one that produces the smallest fissile
material inventory (smallest [%.,dv) among those
in which there exists a feasible solution to the
linear programming calculation. In other words,
the problem is reduced to determining the largest
E, under the constraints indicated by Eqs. (39) and
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(40), beyond which there is no feasible solution,
Gjo, for linear programming problem.

V.B. Phase 2

In phase 2, an extrapolation of the optimal W/,
of phase 1 is made to accommodate a five-region
core model, each region containing nearly the
same number of assemblies. A guess distribution
of W/, is prepared by remodeling the three-
region result again with the knowledge of the opti-
mal %k, distribution for a minimum fuel inventory
problem.?® Since this guess distribution may not
satisfy the criticality condition, an accurate criti-
cality is achieved by readjusting the burnup level
of E; and E, by employing MODFLA. After sev-
eral trials, the preparation of a guess distribution
has been automated. The following constraints,
equivalent to Fq. (40), are imposed:

|KEQC - BEQC| = Akmax, k=1,2,...,4 (41)
V.C. Phase 3

By using the extrapolated W),, an optimization
is again performed for Gj, for a five-region core
model. After the solution is obtained, the results
{x,. k} are integerized in the following manner:

1. Round off to the next larger integer if the
first digit after the decimal point is greater than
or equal to five and vice versa.

2. Determine the-threshold level, Ny, es -

3. Check the continuity condition for levels,
1 =1 = Nihres-

4. Modify the results if item 3 is not satisfied.

5. Check the mass balance in each region; if
unsatisfied, redistribute the fuel assemblies
among regions in the lowest possible level.

Although round-off operation may produce con-
sistent integerized results for most cases, provi-
sion is made to cope with an inconsistent result.
At this stage, regionwise movement of all assem-
blies has been specified. The problem is to
determine their optimal allocation in a two-
dimensional grid.

V.D. Phase 4

The resultant G;, of phase 3 satisfies the target
distribution, Wo, and constraints 3, 4, and 5 in a
region- averaged application. The allocatlon of
assemblies is performed on the basis of a mini-
mum power mismatch among the nearby assem-
blies. Phase 4 provides a good initial guess
allocation without solving a two-dimensional
power distribution. The method employed here is
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the minimum integrated Z-deviation method
(MIKDM), an extension of Thomson’s minimum
integrated @-deviation method® to a two-dimen-
sional geometry.

The problem is simply to rearrange the fuel
assemblies in each region such that Eq. (42) is
minimized along the input integral path for each !/
and % starting with I =k = 1:

For each !l and k, a search is carried out among
all the fuel assemblies I > 1 in region % The
k deviation becomes smallest at I = 1 for each
region and increases for larger /. If the integral
path is chosen carefully from the core center
toward the outermost assemblies, the rearranged
allocation will produce an acceptable power dis-
tribution.

As discussed earlier, the minimization of Eq.
(42) is accomplished by the estimated EOC
k! value. The primary principle behind allo-
cating fuel assemblies by the integral path method
is to adjust k% and k% among the fuel assemblies,
where ko and ko mean the negative and positive
sign of kuy . - k& To provide a symmetrical
array, a specific rule is employed, called the
integral path rule (IPR). The IPR applies to each
region, starting in the order 1, 2, 3,..., N, to
provide data for MIKDM. To attain symmetry, the
path shown on the left in Fig. 3 is chosen for each
subgroup of four assemblies. The order of each
subgroup is arranged in a circular form, shown on
the right in Fig. 3. On the edge of each region,
small modifications are necessary to accommo-
date the region coupling. Thus, MIKDM and IPR
would yield a symmetrical ks and k% array if the
burnup distribution is uniform, since the sign of
k deviation would appear periodically. The merit
of this method stems from the fact that a power
distribution calculation is not necessary.

V.E. Phase 5

By using the guess allocation generated by
MIKDM in phase 4 as an initial guess, a direct

I- [ 2] [5]
o B[
[e]

The order of each
subgroup

The path for each
subgroup
Fig. 3. Integral path rule—data path employed in
MIKDM.
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search (an extended version of Naft’s method?) is
performed to optimize the allocation of each
assembly. Since the kind of fuel assemblies that
should be in each region has already been de-
termined by Gj, and all constraints with the
exception of the local mismatch factor are satis-
fied, the scale of the direct search is greatly
reduced. In other words, Naft’s method can be
applied to each region. Furthermore, generation
of a table for all regions is unnecessary since all
the fuel assemblies in the low power regions
cannot produce power peaking. In addition, it is
not necessary to attempt all possible combinations
of assembly exchanges in the region where the
table is to be made, because only an exchange of
high power assemblies with low power assemblies
would reduce power peaking. On this basis, the
following rules are employed:

1. Only regions where their maximum power
densities are ranked within the first Nyo4 are con-
sidered to be candidates for fuel shuffling. Fuel
assemblies in other regions are fixed. This
ordering is made every time after a new table is
generated; thus, the region of the candidate will
vary from time to time.

2. Fuel assemblies are numbered in each re-
gion of the candidate from maximum to minimum
power. A table is generated only for assemblies
ranked within the first Nuy, to find Ny, best
candidates for exchange. (A table of Niy,* Nuy, is
made for region % of the candidate.)

3. After the table has been generated, the pro-
gram follows the same method as Naft’s method,
except that the table is erased only in the region
concerned.

The optimization scheme has three modes:
(a) exploratory, (b) standard, and (¢) exhaustive
search. In the exploratory mode, each variable is
exchanged with every other variable. For each
exchange, the objective function is the maximum
value in the two-dimensional array. A table is
created of Nuy, best, choices for the first Ny, -
ranked assemblies in the selected region 2. Noted
in these Npoqtables are the power peaking values,
assembly number, and the number of the assembly
with which the exchange is to be made.

When the exploratory mode is completed, the
scheme enters the standard search mode. The
Npora tables of exchange are searched for the
lowest objective function value. When this value
is found, the exchange is made, and any other
shuffling in the table which includes these assem-
blies is erased. If the objective function is an
improvement over the last guess, a new basis is
formed. To determine the next best move, a
search is again made of the tables. The new
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objective. function is checked to determine if an
improvement has been achieved. If so, all table
entries containing the assemblies involved are
eliminated, and a new basis is formed. If not, the
next lowest value in these tables is searched for,
and the process is repeated. The standard search
continues until all entries in these tables have
been utilized or until Ny,; successive choices have
ended in failure. When either occurs, the explor-
atory search mode is again called, and the entire
process is repeated. The only successful exit
from this scheme is the failure of a standard
search move immediately following an exploratory
search move.

If a standard search does not converge toward
an optimum, the exhaustive search mode is called.
In this case, only one base-point move is made
after every exploratory search. A two-dimen-
sional power distribution is calculated each time a
trial is executed. In an effort to save computer
time, two modes are prepared: a normal mode and
a rapid mode. These differ in the allowed maxi-
mum number of source and void loop iterations.
The normal mode is used as a base-point calcula-
tion, and the rapid mode is used in the table
generation and trial calculation. In addition, fuel
assemblies of the same type whose burnup dif-
ferences are within A Ey,,q4 are regarded as having
the same nuclear properties. In this case, the
power distribution calculation for the trial ex-
change of assemblies is skipped.

This optimization procedure is performed on
the estimated EOC state as in phase 4. Since the
estimate k., is calculated assuming the relation
Py = Pt -f;,, the calculated power is a rough
approximation of a Haling power distribution.
Since this is the most time-consuming part, it
would be better to illustrate this method by a
simple example of 25 grids which Naft and Se-
sonske'® employed to optimize Eq. (43):

4
J = min (max Xi 2 X,’,) , (43)
Izt

where X;; is the value of the independent variable
at location (4,j) and X/; is the value of the left,
top, right, and bottom lateral neighbors. The
value of X/; on boundaries is regarded at 1.0.
First, the exact Naft method (N, = 1) is
applied to obtain an optimal solution by using the
same initial guess pattern as Naft employed.
After 80 movements of the base point, the solution
converged to J equal to 504. Next, the grid is
artificially divided into two regions (N;eg = 2), and
the optimal allocation is destroyed by rearranging
assemblies within each region. No shuffling be-
tween regions is permitted. This allocation is
used as an initial base point, which is shown in
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Fig. 4. The number of variables is 13 in region 1,
and 12 in region 2.

Two calculations were performed under the
following conditions:

Case l: Npo[d = 1; N“yl =Ntry2 = 5
Case 2: Npord = 1; Nuy1 = Nuyz = 1

The number of exchanges in generating a table is
~50 for case 1 and ~63 for case 2. Computer
running time for case 1 was 3.1 sec, and for case
2 was 9.9 sec, (CDC 6500). The optimized objec-
tive function was 672 and 468, and the number of
base-point movements was 30 and 70, respec-
tively. The exact Naft method for the same initial
guess produced 528 over 70 movements of the
base point with a computation time of 31.6 sec.

The optimal allocation in case 2 is shown in
Fig. 5. One of the interesting results is that case
2 produces a better result than what had been
thought to be optimal (504). Although the exact
Naft method should cover the present approach, it
was found that different search paths produced
better results. The result presented here sup-
ports the method employed in phase 5.

1 2 3 4 5
5 1.0 2.0 3.0 4.07 5.0
10.0 24,0 | 60.0 100.0 70.0
6.0
4 162.0
3 18.0
918.0
2 24,0
1416.0
1 15.0
645.0
XX.X | ¢ Independent Variable
YY.Y « Power Distribution
NOTE: Maximum Power = 1800.0 at (2,2)
Fig. 4. Initial base-point allocation.
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1 2 3 4 5
5 13.0 18.0 7.0 20.0 F 12.0
468.0 | 414.0 | 441.0 | 420.0 || 444.0
4 16.0 2.0 24.0 1.0 15.0
352.0 166.0 | 312.0 78.0 || 360.0
3 6.0 25.0 3.0 19.0 10.0
390.0 | 375.0 | 270.0 361.0 | 460.0
2 23.0 4.0 22.0 5.0 11.0
460.0 | 364.0 R 440.0 330.0 363.0
1 9.0 21.0 8.0 14.0 17.0
4164.0 | 462.0 | 464.0 | 434.0 | 459.0
XX.X | e Independent Variable
YY.Y « Power Distribution
NOTE: Maximum Power = 468.0 at (1,5)
Fig. 5. Optimized allocation.
V.F. Phase 6

By using the optimized pattern of phase 5, a
Haling power distribution and cycle length are
accurately calculated. The resultant power dis-
tribution may be slightly different from the opti-
mized result of phase 5 due to the approximation
employed in estimating the EQOC state in phase 5.
The resulting cycle length may also differ slightly
from that used in phases 1 through 5. Additional
output from phase 6 includes moderator density,
Uij, burnup, E;;, burnup-weighted void, Vy, in-
finite multiplication factor, kéo;j, fractional linear
power density, FLPD;;, critical heat flux ration,
CHFR;;, and core flow, F;;. At the end of this
calculation, a new fuel assembly file is generated,
which is acceptable for the next cycle.

VI. RESULTS AND DISCUSSION

The application of the newly developed optimi-
zation procedure was successfully studied using a
moderate-size BWR (see Table I for specifica-
tions). A complete ten-cycle study was conducted,
starting with a uniform distribution of fresh fuel
NUCLEAR TECHNOLOGY
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TABLE 1
Specification of Reference BWR
Thermal output [MW(th)} 1300
Fuel assembly
number of assemblies 400
active fuel length (m) 3.70
core lattice pitch (cm) 15.0
fuel enrichment (%)
initial fuel 2.1
reload fuel 2.5
uranium in core (UQOz, ton) 85.0
MCHFR 1.9
Maximum linear heat generation
rate (kW/ft) 17.5
Maximum burnup (GWd/T) 30.0
Maximum residence time (yr) 5.5
Average capacity factor 0.85
Core flow rate (lb/h) 4.3 %107
Core inlet subcooling (Btu/lb) -24.0

assemblies of 2.1% enrichment. Poison curtains
were used in the first cycle to reduce the initial
core reactivity and were withdrawn when the
reactivity level was insufficient to maintain criti-
cality. No attempt was made to optimize W, and
Gjo for the first cycle. In other words, optimiza-
tion was started at the beginning of the second
cycle. The study itself, however, starts at the
beginning -of-life of the reactor core with poison
curtains in place.

Haling power-distribution and cycle-length cal-
culations are made for the condition at which the
reactor becomes just critical with all the control
rods out and the poison curtain in place (step 1 of
the first cycle). Next, the poison curtains are
taken out of the core; another set of Haling power-
distribution and accumulated cycle-length cal-
culations are performed using the burnup and
burnup-weighted void distribution at the end of step
1 as an initial condition (step 2 of the first cycle).

From the second cycle on, the cycle length was
fixed at 1 yr, assuming a capacity factor of 0.85.
Reload fuel assemblies are assumed to be of a
single enrichment of 2.5%. Reinsertion of dis-
charged fuel assemblies was consiGered only in
the third cycle, because the discharged assem-
blies from the first cycle have a low amount of
burnup.

A standard axial power distribution, which was
obtained by averaging the power distribution from
OPROD, a three-dimensional control-rod pro-
gramming code," over the entire first cycle
period, was employed over all cycles.
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Calculations were performed on a quarter core
by assuming 90-deg rotation symmetry. An actual
residence time limitof 6.5 yr and an average
burnup of 4.75 GWd/T per year apply under the
assumed capacity factor of 0.85. In the following
calculations, the local reactivity constraints [Eqgs.
(18), (40), and (41)] are not taken into account in
order to emphasize the optimization effects. In
addition, the global power peaking factor, P,,,, in
Eq. (39) is assumed to be 1.30.

The core configuration (core map) of the
reference reactor is shown in Fig. 6. The core is
divided into five regions such that there are
nearly an equal number of fuel assemblies in each
region. When a three-region model is employed,
regions 1,2 and 3, 4 become the first and second
regions of the new model. The number in the core
map indicates the integral path that is used to
generate an initial guess allocation in phase 4.
This path follows the IPR described in Sec. V.
Fuel assemblies in region 5 are orificed to reduce
the channel flow because of their low power
densities.

The results of the first cycle are summarized
in Table II. By using the EOC state of the first
cycle as an initial condition, an optimal refueling
schedule was generated for ten cycles. Figure 7
indicates the number of fresh fuel assemblies
loaded in each region and the total over the entire
core with cycle. Although strong transients exist
for the first four cycles, convergence to an
equilibrium distribution is attained from approxi-
mately the fifth cycle on.

The results indicate that at the third cycle all
the discharged assemblies from the first cycle
are reinserted and burnt to nearly the end of their
expected life. When the equilibrium cycle is
reached, the number of fresh fuel assemblies re-
quired is ~72, which is 1 for every 5.56 assem-
blies in the total core. This corresponds to a
mixed five and six batch-refueling scheme, which
is contrary to the current four or mixed four and
five batch-refueling practice used.

Figure 8 indicates the optimal EOC k%, distri-
bution, which is one of the components of Wj,.
After a small transient at the second and third
cycles, optimal W}o approaches an equilibrium
distribution. The equilibrium distribution is
characterized by a sharp depression in £, in the
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TABLE II
‘Characteristics of First-Cycle Refueling Schedule
Step 1 (poison curtain in)
Core average burnup (GWd/T) 7.56
Length (yr) 1.59
Length (full power years) 1.35
Radial power peaking factor 1.29
MFLPD 0.799
MCHFR 3.295
Step 2 (poison curtain out)
Core average burnup (GWd/T) 3.52
Length (yr) 0.74
Length (full power years) 0.63
Radial power peaking factor 1.20
MFLPD 0.743
MCHFR 3.697
Cycle length (yr) 2.33
Cycle length (full power years) 1.98

fifth region. This distribution is considered to be
an optimal terminal state. It is reasonable that
the optimal k% distributions in the transient
cycles have higher values in region 5 than the
-equilibrium value, because few fuel assemblies in
early cycles have attained sufficient burnup to
produce a region of low k. value.

It is interesting to note from Figs. 7 and 8 that
no fresh fuel assemblies are loaded at an equilib-
rium cycle in region 3 where the target #2 has the
highest values, although in transient cycles the
number loaded is very large. It is understandable
that no fresh fuel assemblies are loaded at any

ook
o

1.00
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cycle in region 5, because the target k% is of low
value. In summary, about one-half of the fresh
fuel assemblies are loaded in region 4, and the
rest are properly scattered in regions 1 and 2
after an equilibrium cycle is attained. This
means that approximately one-half of the assem-
blies in region 4 and one-fifth of the assemblies in
regions 1 and 2, respectively, are fresh fuel
assemblies.

Figure 9 indicates the burnup distribution of
assemblies with cycle. Note that an equilibrium
distribution is approached at approximately the
sixth cycle. Although there are some abrupt
changes in burnup among assemblies of different
batches, the burnup distribution is generally uni-
form rather than stepwise.

The burnup distribution of assemblies in each
region with cycle is shown in Fig. 10. An equilib-
rium distribution of burnup is indicated at approx-
imately the sixth cycle; however, this distribution
is not uniform in each region, except region 5.
Note the variation of the distribution among the
different regions. The burnup distribution has a
tendency to split into groups toward the fourth
region, starting from the first region.

The fact that this burnup distribution ap-
proaches an equilibrium distribution means that
the fuel shuffling scheme also approaches an
equilibrium scheme. As can be seen from Figs. 8
and 10, the target distribution W;o converges more
rapidly to an equilibrium distribution than does
the shuffling scheme Gjo.

Figure 11 describes the burnup of the dis-
charged fuel assemblies with cycle. The average
burnup approaches an equilibrium value of ~26
GWd/T from the seventh cycle onward. Although
two types of fuel with different enrichments (in-

Target Infinite Multiplication Factor, k*

= B ~ = Fourth - Sixth
| First l_ Second Third | and Fifth | to Tenth
Cycle Cycle r Cycle Cycle Cycle
090 1 111 [ | 111} P 141
! 2345 I 2345 2 345 I 2345 1 2 345
Region Region Region Region Region
Fig. &. Optimal target kX, distribution by cycle for the optimal refueling schedule,
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Fig. 9. Burnup distribution of assemblies in the core
by cycle for the optimal refueling schedule.

itial fuel and reload fuel) are used, at each cycle a
threshold burnup level exists which is indicated as
the minimum burnup of the discharged fuel as-
semblies.

Figure 12 describes the change in the minimized
radial power peaking factor [the minimized maxi-
mum f{ractional linear power density (MFLPD)]
with cycle. There are three results. The first re-
sult (A) refers to the initial value of the assembly
allocation generated by the minimum integral %-
deviation method in phase 4. The second result
(o) describes the minimized value of the assembly
allocation by the direct search method in phase 5.
The final result () is the recalculated value of the
direct search by using the exact power burnup
iteration in phase 6 (Haling calculation). The dif-
ference between ““0’’ and ‘‘e’’ values is a measure
of the error introduced by the approximation of
the estimated EOC state. Power peaking values
also indicate a tendency to approach an equilib-
rium value after the transient cycles have elapsed
(after the sixth cycle). Although these power-
peaking values are somewhat higher than are
considered reasonable for current design, ample
margin exists for MFLPD. These values are
acceptable when considering that the power peak-
ing factor of the target distribution, Ppax, is set at
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1.30, which is obtained by using the nuclear
constants averaged over each region.

The power distribution of the first cycle is
very flat compared with the distributions of later
cycles. The reason for this is that no irregulari-
ties of kBOC exist among assemblies. Thus, a
strong incentive exists to optimize the refueling
schedule from the first cycle by using discharged
assemblies from another reactor or by using
more than one enrichment.

Figure 13 describes the change in the MCHFR
with cycle. Although the accuracy of this result is
questionable, because of critical heat flux ratio
calculations which require accurate quality and

3.3k

Flux Ratio

3.2

3.1

Heaot

3.0

2.9

281

Minimum Critical

Cycle

Fig. 13. Minimum critical heat flux ratio by cycle for
the optimal refueling schedule.
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power distribution in the axial direction as well as
channel flows, ample margin exists in the
MCHFR.

Under the condition of Rf,.. limit of 5.5 full
power years and an E,,, limit of 30 GWd/T, some
assemblies are forced out of the core (discharged)
at the sixth cycle. Although all these assemblies
reach the residence time limit, their number is
less than the required number of fresh f{fuel
assemblies. No assemblies are forced out of the
core due to the maximum burnup limit, although
some are prohibited trom being placed in regions
of high power density (regions 1, 2, and 3).

The results of this study produced a spatially
irregular kEPCdistribution with certain patterns
associated with the regionwise shuffling of assem-
blies. After the achievement of equilibrium. the
data indicated that a shuffling rule may exist
which could predict the regionwise location of an
assembly cycle by cycle through its entire life.
As a general rule, assemblies could be classified
within three prediction groups with the shuffling
patterns shown in Table III. As a typical example,
consider prediction group 1 at an equilibrium
cycle. The assembly begins and spends its first

TABLE III
Shuffling Rules at Equilibrium

Region Number (Cycle to Cycle)

Groupl 1—=3—=1-2—=5(8)orl1—=383—1—-3—5{(y)
Group2 2—3—-1—2—=5(B)or2—=3—1—3—51(H)
Group 3 4*3—2—'1—'4(5)0r4-—3—'2—°2—'4(.3)i
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cycle of life in region 1, moves to region 3 for the
second cycle, moves back to region 1 after
another cycle, then to region 2, and finally com-
pletes its life in region 5. In every group case,
the final discharge point (i.e., region) occurs from
region 4 or 5.

To illustrate how each phase works in greater
detail, the results of the eighth cycle, which is
thought to be representative of an equilibrium
cycle, are shown as an example. Figure 14 indi-
cates the process of optimization of W/, in phase
1. The burnup E; of region 3 converges to 21.5
GWd/T at the seventh iteration. Linear program-
ming gives an inaccurate result near the boundary
of Ej, beyond which there is no feasible solution.
The corresponding optimal EOC state Wj, is
shown in Fig. 15 by dotted lines. The extended
result is shown by solid lines (phase 2). Note that
Ppax = 1.30.

The integerized optimal solution is shown in
Table IV (phase 3). A level width, AB, of 0.7
GWd/T generates 26 burnup levels. The average
estimated EQOC k., differs slightly from the target
because of integerization effects, but the average
local mismatch factor is still very close to unity
(see Table V).

In phase 4, a guess allocation is calculated by
employing the minimum integrated k-deviation
method. The output of phase 4 is used as input to
phase 5 where a final optimal allocation of assem-
blies is made. Figure 16 indicates how the
assembly allocation is applied in reducing the
power peaking factor. The solid large dot (@) indi-
cates the initial base point at each table genera-
tion. The solid small dot (°) indicates a
successful movement of the base point. The cross
(x) indicates unsuccessful trials. Due to the in-
accuracy of the rapid mode calculation, the power

TABLE IV
Integerized Optimal Solution of the Regionwise Shuffling Scheme for the Eighth Cycle (Phase 3)
Number of Assemblies by Region Original Number
Total Number of Assemblies
Level Region 1 Region 2 Region 3 Region 4 Region 5 of Assemblies in File
1 4 4 0 10 0 18 0
2 0 0 3 0 0 3 3
3 0 0 1 1 0 2 2
4 0 0 2 0 0 2 2
5 0 0 3 0 0 3 3
6 0 0 8 0 0 8 8
7 0 5 0 0 0 5 5
8 0 2 0 0 0 2 2
9 0 2 0 0 0 2 2
10 2 0 0 0 0 2 2
11 7 0 0 0 0 7 7
12 1 0 0 0 0 1 1
13 1 0 0 0 0 1 1
14 3 0 0 0 0 3 3
15 2 0 0 0 0 2 2
16 0 2 0 0 0 2 2
17 0 4 0 0 0 4 4
18 0 2 2 0 0 4 4
19 0 0 2 0 0 2 2
20 0 0 0 1 0 1 1
21 0 0 0 4 0 4 4
22 0 0 0 5 0 5 5
23 0 0 0 0 6 6 6
24 0 0 0 0 7 7 7
25 0 0 0 0 4 4 9
26 0 0 0 0 ] 0 5
Total 20 21 21 21 17
k;oa 1.0262 1.0237 1.0614 1.0642 0.9486
ﬁ:b 1.0030 0.9971 0.9961 0.9965 0.9977

2 Average estimated EOC k.
bAverage local mismatch factor.
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Fig. 14. Process of optimization of W,-:, at phase 1 of the
eighth cycle for the optimal refueling schedule.

peaking factor increases at times. After 104
trials, of which 52 were successful, the optimal
allocation was obtained with a power peaking fac-
tor reduction from 1.466 to 1.410. Calculational
conditions are also given in Fig. 16. The final
power distribution (phase 6) is calculated by the
exact power-burnup iteration method (Haling prin-
ciple). These results are given in Table V. The
cycle length calculated in phase 6 is 0.993 yr, only
slightly smaller than the expected value of 1.0.
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TABLE V

Comparative Region-Averaged Data for Target W}.’o
for Optimized Allocation (Eighth Cycle)

Region 1 2 3 4 5
P} 1.290 | 1.249 | 1.158 | 0.836 | 0.359
Py 1.264 | 1.256 | 1.168 | 0.8342 [ 0.361
i; 0.571 | 0.581 | 0.605 | 0.683 | 0.761
U 0.577 | 0.579 | 0.604 | 0.681 | 0.759
ki, 1.017 | 1.026 | 1.067 | 1.059 | 0.953
Reos 1.024 | 1.024 | 1.064 | 1.058 [ 0.951

The computing time per cycle is ~1 hr, using a
CDC 6500 computer; 95%of this time is consumed
in phase 5, the direct search method.

Thus far, only the optimal refueling schedule
has been discussed. To best evaluate its merits
quantitatively, a comparative study was also con-
ducted which is referred to as the partially
optimized refueling schedule. In this case, opti-
mization of only Gj, is considered. The target W;,
is fixed at the values of the first cycle, which
corresponds to the fuel loading scheme that makes
£BOC uniform in a region-averaged manner.

Figure 17 shows the number of fresh fuel
assemblies loaded in each region and the total
over the whole core with cycle. In contrast with
the optimal refueling schedule, the number of
assemblies in each region does not converge to an
equilibrium value. However, its total approaches
an equilibrium value of 76, with much greater
fluctuations than for the optimal refueling sched-
ule.

Figure 18 indicates the burnup distribution of
assemblies in each region with eycle. This dis-
tribution begins to approach an equilibrium distri-
bution at approximately the sixth cycle; however,
its fluctuations with cycle are much greater than
those of the optimal refueling schedule. It is
interesting to compare these distributions with
those of the optimal refueling schedule. The
burnup distributions of regions 1 and 2 are sim-
ilar in each method. The burnup distribution of
region 5 of the partially optimized schedule is
similar to that of region 3 of the optimal schedule,
and the burnup distribution of region 3 of the
partially optimized schedule is similar to that of
region 4 of the optimal refueling schedule. It is
evident that this distribution is strongly related to
the 2% value. From the above results, it is clear
that the optimal refueling schedule has more
stable characteristics than does the partially
optimized schedule.

The difference in the fresh fuel requirements
is slown in Fig. 19 in terms of the accumulated
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Fig. 17. Number of fresh fuel assemblies loaded by

cycle for the partially optimized refueling
schedule.

number of fresh fuel assemblies with cycle. The
total number of fresh fuel assemblies required
over ten cycles for the optimal case is 266 for a
quarter core, or 1064 for an entire core. While in
the case of the partially optimized refueling
schedule a quarter core required 283 assemblies,
or 1132 for an entire core. The difference be-
tween the two cases is therefore ~6.5%. Thus, the
effect of optimizing W/, shows merit. Comparison
with a mixed four and five (4.5) batch refueling
schedule indicates savings of as much as 14%.

The difference in the fresh fuel requirement
between the optimal and the partially optimized
schedule is mostly in the first few cycles; this
difference reflects strongly the effect of Wj,.
After an equilibrium cycle is achieved, the mini-
mum number of fresh fuel assemblies necessary
to recover the reactivity available, so that the
reactor will operate for another cycle, depends
still on W}, even if the solution is optimized Gjo.

VII. CONCLUSIONS AND RECOMMENDATIONS

A complete optimal reactor refueling schedule
over a ten-cycle reactor period has been studied
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by using a stagewise optimization method to
simplify the handling of large numbers of de-
cisions with emphasis given to the nuclear model.
In the nuclear model, a two-dimensional nuclear-
thermal-hydraulic-coupled code was used to cal-
culate and optimize power distribution.

By assuming fixed initial and reload fuel en-
richment, this method was applied to a typical
medium-size BWR of 1300 MW(th) having 400
assemblies. Reinsertion of discharged fuel as-
semblies was permitted for the third cycle only.
The results indicate a savings of ~14% (146 new
fuel assemblies over ten cycles) of the fuel con-
sumption in comparison with the conventional
mixed four and five batch scatter-loading pro-
cedures. Compared with a partially optimized
refueling schedule, a savings of ~6.5% is obtained.

The optimal refueling scheme does exhibit
regularities in regionwise fresh fuel assembly
reload and in the discharge of assemblies by
region in cycle. Although the optimal BOC is no
NUCLEAR TECHNOLOGY
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longer uniform, the resulting loading scheme
gives a simple shuffling rule after the equilibrium
cycle has been established.

The average computing time for one cvcle of
this study was ~1h on a CDC 6500 computer,
most of which was consumed by the direct search
method (phase 5).

The optimization procedure appears applicable
for actual practice, particularly considering the
number of variables and constraints applied.

The following additional considerations are
recommended for a future extension of this study:

1. inclusion of statistical decision theory to
cope with unexpected outages and fluctuation
of the capacity factor

2. investigation of other optimization func-
tionals

3. optimization of the first cycle

4. more accurate treatment of the stuck-rod
margin constraint.

Work is continuing on the development of
generalized cycle-to-cycle shuffling patterns that
evolve from this study for a variety of operational
situations. These include the transient cycles as
well as those after equilibrium has been achieved
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