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Abstract

A novel approach to subspace clustering is proposed to
exhaustively and efficiently mine quantitative frequent item-
sets (QFIs) from massive transaction data for quantitative
association rule mining. The numeric part of a QFI is an
axis-parallel and hyper-rectangular cluster of transactions
in an attribute subspace formed by numeric items. For the
computational tractability, our approach introduces adap-
tive density-based and Apriori-like subspace clustering. Its
outstanding performance is demonstrated through the com-
parison with the past subspace clustering approaches and
the application to practical and massive data.

1. Introduction
An important extension of association rule mining is to

mine “Quantitative Association Rules (QARs)” covering
the relations among both numeric and categorical items in
transaction data [12]. The rules have the form “�� �� �
�� �� ���� � �� � �� �� � �� ���� � ���� �� ����
� �� � �� ��” where � � � � � is an item, � an at-
tribute and � its value. An example is “�� ��	 � ���� ��� ��
� 
����� � ��� �� �� � �� �����	� � � 	� ��” stat-
ing “A person who is in his/her thirties and has two cars is
married.” A “numeric item” has a numeric interval value
whereas a “categorical item” has a categorical value. Given
a transaction �, if every item in the body and the head of a
QAR is supported by the items in �, then this rule holds in
�. Here, a numeric item � � � � � in the QAR is supported
by a numeric item � �� � �� � in � if �� � � and �� � �
where � states that the range of �� is within the range of �.
Hence, “�� � �� ��	 � ��	� �
� ��� �����	� � � 	� ��
� 
����� � ��� �� ��� ���� � ��� �� ��” supports the
aforementioned rule, whereas “�� � �� ��	 � ���� ��� ��
� �����	� � � 	� ��� 
����� � ��� �� ��� ���� �
��� �� ��” does not, because � ��	 � ���� ��� � is not
within � ��	 � ���� ��� �. Given a transaction data set �,
the union of the body and the head of a QAR is a “frequent

itemset” if it is supported by� more frequently than a “min-
imum support (������)” threshold. A frequent itemset in-
cluding numeric items is called as a “Quantitative Frequent
Itemset,” QFI in short. The numeric part of a QFI corre-
sponds to an axis-parallel and hyper-rectangular region in a
subspace of the entire attribute space of �.

A pioneering work to mine QARs was made by Srikant
and Agrawal [12], where each numeric attribute is equi-
depth partitioned, and the adjacent intervals are merged to
a maximum support limit in preprocessing. The conven-
tional levelwise algorithm to mine frequent itemsets is sub-
sequently applied. Wang et al. proposed a more efficient
approach to merge adjacent intervals under an interesting-
ness measure [14]. Its time complexity ��
 ��
�, with

 � ���, is feasible for practical applications. However,
they often fail to discover the appropriate discretization, be-
cause each attribute is independently discretized from the
others under greedy strategies. To overcome this difficulty,
optimized approaches have been explored for some criteria
such as to mine QARs having maximum confidence under a
given minimum support [5, 10]. However, this optimization
is known to be NP-complete and practically intractable [15].
The candidate upper and lower bounds of intervals needed
for the discretization exponentially increase, if the number
of numeric attributes in � increases.

To mine reasonably optimal QARs within tractable com-
putational complexity, a natural extension of Basket Anal-
ysis is considered by introducing the subspace clustering
which searches axis-parallel and hyper-rectangular clusters
of the transactions where each cluster corresponds to the
numeric part of a QFI. It efficiently derives QFIs, because a
dense region of many transactions in an attribute subspace
is supported by all transactions within the region. More-
over, the density measure has the (anti-)monotonicity prop-
erty that the transactions in a dense cluster in an attribute
space are always included in some dense clusters in its sub-
spaces. An efficient algorithm to mine QFIs can be designed
based on this property together with the (anti-)monotonicity
property of the support of categorical itemsets.



Many studies addressed the density-based subspace clus-
tering in a high dimensional and numeric attribute-value ta-
ble. In CLIQUE, the original numeric attribute space is first
discretized by an axis-parallel grid, and a maximal set of
connected dense blocks in the grid are searched as a clus-
ter by levelwisely merging the blocks [1]. ENCLUS [3],
MAFIA [6] and SCHISM [11] are the successive extensions
that respectively introduce entropy based interestingness,
variable width of the grid and variable thresholds of density.
DOC uses moving hypercube windows to measure the den-
sity of instances in attribute subspaces [9]. CLTree mines
axis-parallel and hyper-rectangular subspace clusters under
a hierarchical and greedy search strategy by using entropy-
based density measure [8]. Though their computational
complexities are low (around ��
� � ��
 ��
�), they
miss some clusters due to inadequate orientations, shapes
and sizes of their grids/windows and due to the incomplete-
ness of their search strategies. The recently developed SUB-
CLU searches subspace clusters under a rigid density mea-
sure proposed by DBSCAN [7, 4], where a dense region
called a “density-connected set” is that for each object in
the region the neighborhood of a given radius � has to con-
tain at least a minimum number of ������ objects. This
approach exhaustively searches dense clusters in every at-
tribute subspace by an Apriori-like levelwise algorithm with
the (anti-)monotonicity property of the dense clusters, and
does not miss any clusters except the cases having distorted
distributions. However, because every pairwise distance be-
tween instances must be computed, the computational com-
plexity is ��
 ��. A crucial limitation of these approaches
other than the completeness and the complexity is that they
are only dedicated to numeric instances.

In this paper, we focus on the QFI mining as the ba-
sis to mine QARs, and propose a novel approach called
“QFIMiner” having the following features:

1. The approach exhaustively mines all dense clusters
supported by more than ������ transactions in all
subspaces formed by both numeric and categorical at-
tributes of a given transaction data.

2. The clusters to be mined have axis-parallel and
hyprectangular shapes in the numeric attribute sub-
spaces.

3. Interval values of numeric items are allowed in the
transactions for mining.

4. The approach is virtually ��
 ��
� and tractable.
The second section outlines QFIMiner we propose. The
third section describes its details. Its outstanding perfor-
mance is demonstrated in the fourth section.

2. Outline
QFIMiner searches QFIs from a data set � of transac-

tions consisting of numeric and categorical items. The nu-
meric part of a transaction represents an axis-parallel and

Figure 1. Clusters and their projections.

hyper-rectangular region in a subspace � of the entire at-
tribute space of �. QFIMiner assumes that dense clus-
ters of the transactions exist with scattered outliers, ı.e.,
background noise, in the subspace. Figure 1 depicts this
example where every numeric item takes a point interval
(unique) value in each transaction. Two dense clusters are
in � � ���� ��� together with much background noise.

QFIMiner does not use any preset grids and windows for
density evaluation, but uses a definition of density similar to
DBSCAN. This approach significantly reduces the possibil-
ity to miss clusters under an appropriate density threshold.
QFIMiner uses a levelwise algorithm where it starts from
the clusters in one dimensional subspaces, and joins �����
dimensional clusters into a candidate cluster �� in � di-
mensional subspace �. While this is similar to SUBCLU,
QFIMiner can derive clusters on both numeric and categor-
ical items by embedding the levelwise subspace clustering
into the standard Apriori algorithm. The clusters supported
more than a minimum support (������) in numeric and
categorical attribute subspaces are exhaustively mined.

To avoid ��
 �� computational complexity, QFIMiner
does not compute the pairwise distances among transac-
tions. Instead, it projects transactions in a candidate dense
cluster �� onto each attribute axis of the subspace �. Fig. 1
shows a case that �� is a ��� ���� � ��� ���� region. All
maximal density-connected sets are searched in the transac-
tions projected onto every axis, where a density-connected
set on an attribute axis is such that for each transaction in
the set the 	� neighborhood on the axis has to contain
at least a minimum number of ������ transactions, and
a maximal density-connected set is not contained in any
other density-connected set. An intersection of the maximal
density-connected sets on all axes in the subspace becomes
a new �� due to the (anti-)monotonicity of the density. In
Fig. 1, the four intersections are new �� . These projection
and searching maximal density-connected sets are iterated
until each �� converges to a dense cluster � where its
projection to every axis in � is dense. The two intersections
containing the dense clusters in Fig. 1 are retained under this
iteration and the rest pruned. Because the density on every
axis is evaluated within a scan of sorted transactions, the
complexity of this algorithm is expected to be ��
 ��
�.



In the search of maximal density-connected sets on an
axis, if ������ is lower than the background noise level,
the projection of dense clusters may be buried in the back-
ground. If it is too high, the projection of dense clusters may
be missed. Accordingly, ������ is adapted to the num-
ber of ������� �� � �� transactions projected to the 	��

neighborhood on an axis � from each �� assuming that ��

has the average density of the subspace �. ������� ��� ��
is always between the densities of the dense cluster and the
background. In Fig. 1, ������� ��� �� efficiently extracts
the maximal density-connected sets reflecting the dense
clusters. This adaptive density threshold further accelerates
QFIMiner, because ������� ��� �� is higher for a lower
subspace dimension, and prunes more maximal density-
connected sets below the noise level. The projected density
and its adaptive thresholds are the keys to reduce the com-
putation of QFIMiner while maintaining its output quality.

3. Methods and Algorithms
3.1. Levelwise Subspace Clustering

First we focus on the subspace clustering of transactions
consisting of numeric items only. The density threshold of
������ is left constant without loss of generality, and its
adaptation to ������� ��� �� is explained later.

Definition 1 (Neighborhood) Let � be a numeric attribute,
and let � and �� be two transactions sharing an attribute �
with interval values � and � � respectively. Let their distance
on the axis of �, �������� ���, be the minimum distance be-
tween a point in � and a point in � �, i.e., ������������ �� �
���. Furthermore, let �� be a “permissible range” on the
attribute �. The “��-neighborhood” 
��

��� on � is de-
fined by


��
��� � ��� 
 ���������� �

�� � ����

If intervals � and � � overlap, then �������� ��� � �, other-
wise �������� ��� is the distance between their boundaries
facing each other.
Definition 2 (Core transaction) A transaction � 
 � is
called a “core transaction” on � if its ��-neighborhood

��

��� contains at least ������ transactions, i.e.,
�
��

���� ��������

Definition 3 (Direct Density-Reachability) An transac-
tion � 
 � is “directly density-reachable” from another
transaction �� 
 � on �, if �� is a core transaction on �, and
� is an element of 
��

����.
Definition 4 (Density-Reachability) A transaction � 
 �
is “density-reachable” from another transaction � � 
 �
on �, if there is a chain of transactions ��� ���    � �	��� �	,
�� � � and �	 � �� in� where ���� is directly density reach-
able from �� on �.
Definition 5 (Density-Connectivity) A transaction � 
 �
is “density-connected” to an transaction � � 
 � on � if
there is a transaction ��� such that both � and �� are density-
reachable from ��� on �.

Table 1. An example of transaction data set D.
�� � �
 �� � ���� �	
 ��
 ����� � ��� 	
 ��
 ������� � ��� �
 ��
�� � �
 �� � �	�� 	�
 ��
 ����� � ��� �
 ��
 ������� � ��� �
 ��


 ����	�� � ����� ���
 ��
�� � �
 �� � �	�� 	�
 ��
 ����� � ��� �
 ��
 ������� � ��� �
 ��


 ����	�� � ����� ���
 ��
�� � �
 �� � �	�� 	�
 ��
 ����� � ��� �
 ��
 ������� � ��� �
 ��
�� � �
 �� � �	�� 	
 ��
 ����� � ��� �
 ��
 ������� � ��� �
 ��


 ����	�� � ���� ��
 ��
�� � �
 �� � �	�� 	�
 ��
 ����� � ��� �
 ��
 ������� � ��� 	
 ��

Definition 6 (Density-Connected Set) A non-empty sub-
set  � � is a “density-connected set” on � if all transac-
tions in  are density-connected on �.
Definition 7 (Dense Cluster) A “dense cluster” � � �
in a subspace formed by a set of numeric attributes � is de-
fined as a non-empty set of transactions density-connected
on every � 
 � which is maximal w.r.t. density-reachability
on every � 
 � in �.
Definition 8 (Quantitative Frequent Itemset) Let � �
� be a dense cluster in a subspace � and ���� � ��
� � � � �� 
 �� � � ������

��� �����
���� an itemset

where �����
�� and �����

�� are the minimum and the
maximum interval boundaries of transactions in � on �. If
�� � � ������, ���� is a “quantitative frequent itemset
(QFI).” When the dimension of � is �, it is called a �-QFI.

A QFI is a dense, axis-parallel and monotone hyper-
rectangular region having a maximal volume in the sub-
space. Similarly to the dense clusters of SUBCLU, the fol-
lowing (anti-)monotonicity property of QFIs holds.

Lemma 1 (Monotonicity) � � �, if ���� is a QFI in
�, then a QFI ��� � supported by ����, i.e., ���� �
��� �, exists in  .
Proof. Because all transactions in� are density-connected
on every � 
 �, they are density-connected on every � 
  ,
and hence � � � . Accordingly, for every � 
  ,
������

��� �����
��� � ������

� �� �����
� ��, and

thus ��� � is supported by ����.

Accordingly, a levelwise bottom up approach is applica-
ble to search all QFIs. We exemplify its operation by us-
ing the dataset in Table 1 under ��� � 	, ������ � �,
�������� � �, �����	�� � �!, ������ � � and
������ � �. First, the items in each �� are lexicograph-
ically ordered by the attribute names. This has been al-
ready done in this table. Subsequently, �-QFIs are searched,
where the transactions are maximally density-connected on
an attribute. For ��	, a �-QFI, �� ��	 � ���� ��� ��,
exists since the items densely range from �� to �� under
��� � 	, and its support 	 is more than ������. This
�-QFI with its “transaction id list (TID-List)” is indicated
in Table 2. Each attribute has an �-QFI in this example.

In the next step, the levelwise search for �-QFIs (� � �)
starts, where index lists named  "��#��� are used to point
transactions in� similarly to AprioriTid algorithm [2]. As-
suming that all �� � ��-QFIs are known, the following
“Candidate-Generation” derives all candidate �-QFIs.



Table 2. Levelwise subspace clustering of D.
�-QFIs
��
 �� � �	�� 	�
 ��� ���� ��� ��� ��� ����,
��
 ����� � ��� �
 ��� ���� ��� ��� ��� ��� ����,
��
 ������� � ��� 	
 ��� ���� ��� ��� ��� ����,
��
 ����	�� � ����� ���
 ��� ���� ����
�-QFIs
��
 �� � �	�� 	�
 ��
 ����� � ��� �
 ��� ���� ��� ����
��
 �� � �	�� 	�
 ��
 ����� � ��� �
 ��� ���� ����
��
 �� � �	�� 	�
 ��
 ������� � ��� 	
 ��� ���� ��� ��� ����
��
 �� � �	�� 	�
 ��
 ����	�� � ����� ���
 ��� ���� ����
��
 ����� � ��� �
 ��
 ������� � ��� 	
 ��� ���� ��� ��� ��� ����
	-QFIs
��
 �� � �	�� 	�
 ��
 ����� � ��� �
 �,

 ������� � ��� 	
 ��� ���� ����

��
 �� � �	�� 	�
 ��
 ����� � ��� �
 �,

 ������� � ��� �
 ��� ���� ����

Definition 9 (Candidate-Generation)
Join Phase: For two �����-QFIs sharing ��� attributes,
��� � ������ � �� �� � �� �	� �� � �� �	 


	

� ���� � ���� �	� ���� � ���� ��	 � �� � ����,
��� � ������ � � �� �� � ��� �	� �� � ��� �	 


	

� ���� � �����
�	� �� � ��� ��	 � �� � �����,

their join is derived as follows:
����������� � ���� �

�� �� � ��� �	� �� � ��� �	 


	 � ���� � ����� �	

� ���� � ���� �	� �� � �� ��	 � ��� �����


where ��� � �� � ��� is the intersection of the two intervals
and  "��#���� �  "��#����  "��#����. If some
��� � $, i.e., no intersection exists, or  "� � #���� � $,
the given two �� � ��-QFIs are not joined.
Prune Phase: For all �� � ��-subsets � of this candidate-
�-QFI, if the following �� � ��-QFI exists:

� � �� � �
�
� �
 �� � � �� � �� �
 �� � ���%&"�

��� � �� �� $� (1)
the candidate-�-QFI is retained otherwise pruned.  "� �
#���� is a candidate dense cluster �� where ��� � �.

This prune phase is based on Lemma 1. As far as � �� inter-
sects with �� in Eq. (1), the possibility that � and �� � ���
%&" shares transactions more than ������ is not negligi-
ble. Thus the candidate �-QFI is retained under this condi-
tion. In Table 2, a candidate-�-QFI, �� ��	 � ���� ��� �,�
���� � ��� 	� �� with  "� � #���� � ���� �	� ��� ��� ���
is derived from two �-QFIs, �� ��	 � ���� ��� �� and
�� ���� � ��� 	� ��. This passes the prune phase.

From Lemma 1, a dense cluster � (��� � �) corre-
sponding to � � %&" follows � � � and � � �

�

where � and �
�

(� � � � �� � � � �) are dense clusters
corresponding to �� � �� � %&" and �� � �� � %&" � re-
spectively. Because �� is an intersection of � and �

�

,
� � �� . Accordingly, the dense cluster � and its �-
QFI, if they exist, can be derived by assessing the density
of transactions in �� . �� and  "��#��� of the �-QFI can
be computed through Definitions 7 and 8. The algorithm
of “QFI-Count” shown in Fig. 2 performs these computa-
tions. First, a candidate-�-QFI with its  "��#���� � ��

QFI-Count(��	����� � � ����� ��� �  ����);
/* Notions of input arguments follow Definition 9.*/

(1) � ����� � !� ��� � � !;

(2) If ���� �  ����� 
 ��	��� return � �����;

(3) � � ��� 
 � � � �� ��	������ � ����� � is numeric.�;

(4) ��� �"��� � ���� �  �����;

(5) while ��� � �� ��� �"��� do begin

(6) ��� � � ��� �"���;

(7) forall � � � do begin

(8) ��� �"��� � #������� �"���� ��;

(9) end

(10) end

(11) forall ��� �  ��� � ��� � do begin

(12) � ����� � � ����� � ���������� �  ����� � �� �  ����;

(13) end

(14) return � �����;

Figure 2. Algorithm of QFI-Count.

generated in Candidate-Generation is given. If � �� � is less
than ������, � � %&"� � $ is returned as the out-
put at step (2). In the inside loop from step (7) to (9), a
maximal density-connected set  is searched on � within
�� at first in a function ��� along with Definition 6
under given �� and ������. Multiple  can be found
in ��� when multiple dense clusters are included in
�� . ��� repeats to update  on � from every maximal
density-connected set derived and kept in  "�#���	�� at
the previous loop path.  having the size less than ������
are discarded in���. This update continues in the outer
loop from step (5) to (10), until each  converges to dense
clusters � where each � is derived independently of the
convergence process due to the (anti-)monotonicity prop-
erty. Each dense cluster is represented by a  "� � #��� in
 "�#�. In the loop from step (11) to (13), each QFI cor-
responding to a  "� � #��� is computed by Definition 8
in a function %&" , and they are returned as the output. In
the example, the candidate-�-QFI, �� ��	 � ���� ��� �,
� ���� � ��� 	� ��with  "��#���� � ���� �	� ��� ��� ���
is given to this QFI-Count. In the inside loop, ��� de-
rives  "�#���	�� � ����� �	� ��� ��� ���� as  on ��	
under ��� � 	. Next under this  "�#���	��, it de-
rives  "�#���	�� � ���	� ��� ���� ���� ���� on���� un-
der ������ � �. Further applications of ��� do not
change  "�#���	��. Since the sizes of candidates are
more or equal to ������ � �, two �-QFIs, ��� ��	 �
���� ��� �,� ���� � ��� �� ��� ��	� ��� ���� and ��� ��	 �
���� �	� �, � ���� � ��� 	� ��� ���� ����, are derived.

3.2. Deriving Quantitative Frequent Itemsets

Candidate-Generation is extended to derive QFIs con-
sisting of numeric and categorical items. The values of cat-
egorical items in the joined itemset are given in the same
way as in the standard AprioriTid algorithm.



(1) For each numeric attribute, create an index list sorted with the as-
cending order of �. Sort items in each � � � lexicographically.

(2) �� � ����������� � �	
���;

(3) for (�=2; ���� �� �; � ��) do begin

(4) � � ������	���� � � �������� � �	
���� �
������������	���� ��������	��������;

(5) forall �����	���� � � ����� ��� � �	
���
� � do begin

(6) �� � ���
��� � ���������	����� � ��������� �	
���

(7) end

(8) end

(9) Answer � �
�

�
��;

Figure 3. Entire algorithm.

Definition 10 (Extended-Candidate-Generation)
Join Phase: For two �����-QFIs sharing ��� attributes,
��� � ������ � �� �� � �� �	� �� � �� �	 


	

� ���� � ���� �	� ���� � ���� ��	 � �� � ����,
��� � ������ � � �� �� � ��� �	� �� � ��� �	 


	

� ���� � ����� �	� �� � ��� ��	 � �� � �����,

their join is derived as follows:
����������� � ���� �

�� �� � ��� �	� �� � ��� �	 


	 � ���� � ����� �	

� ���� � ���� �	� �� � �� ��	 � ��� �����


where ��� � �� � ��� for a numeric item, ��� � �� � ��� for
a categorical item and  "� � #���� �  "� � #��� �
 "�� #����. If ��� � $ for some numeric item, �� �� ��� for
some categorical item or  "� � #���� � $, the given two
�� � ��-QFIs are not joined.
Prune Phase: For all �� � ��-subsets � of this candidate-
�-QFI, if the following �� � ��-QFI exists;

� � �� � �
�
� �
 �� � � �� � �� �
 �� � ���%&"�

��� � �� �� $ for a numeric item,

and ��� � �� for a categorical item,

the candidate-�-QFI is retained otherwise pruned.  "� �
#���� is a candidate dense cluster �� where ��� � �.

The algorithm QFI-Count shown in Fig. 2 must be also al-
tered. When the candidate �-QFI consists of categorical
items only, the loop from step (5) to (10) is skipped, and
 "�#� �  "�#���	�� is applied. The function %&" at
step (12) is also altered. For a categorical attribute � � not
covered by Definition 8, its value is set to be � �� � �� � ���.

The entire algorithm to derive QFIs from � is indi-
cated in Fig. 3. Required parameters are �� for all nu-
meric attributes, ������ and ������. First, some index
lists are created for the efficient processing in Extended-
Candidate-Generation and QFI-Count. Subsequently, all
QFIs are computed in # by the adaptation of the Apriori-
Tid Algorithm. In the implementation, the inversed index-
ing ���� �'�������	� � � %&"�� from each �� to its con-
taining candidate-�-QFIs is used instead of �'�������	 �

� � %&"�  "� � #����� similarly to the standard Aprior-
iTid. The most expensive tasks are the sort at the first step
which is ��
 ��
� and the derivation of the dense clus-
ters in QFI-Count. The derivation of the maximal density-
connected sets on every numeric attribute axis � is easily
made in one scan of  "�#���	�� in ��� in Fig. 2 by
using the index list made at the first step in Fig. 3, and hence
it is��
� at maximum. The iteration of the outer loop from
step (5) to (10) in QFI-Count of Fig. 2 strongly depends on
the distribution of transactions in attribute subspaces. In the
worst case where a transaction is removed in each loop path,
the total complexity of the loop is ��
 ��. However, in the
most likely case, only a portion � � � � � of the trans-
actions in the average are retained in each loop path. The
loop finishes when ��
 becomes less than ������ where
� is the number of loop paths. From ������ � ��
 , �
is around ����
�. Accordingly, the expected time com-
plexity of the entire algorithm is ��
 ��
�.

3.3. Adaptive Density Threshold

The optimality of a density threshold to discriminate
dense clusters from background noise is not generally de-
fined, since the measures to estimate density and number of
outliers are mostly subjective matters. Rather than the op-
timality, we introduce a robust density threshold under the
following consideration. Unless the transactions are uni-
formly distributed in the space, dense clusters possibly ex-
ist in a region having relatively higher density than the other
region of the space. This implies the following proposition.

Proposition 1 (Average Density) Most of dense clusters of
the space are located within the region whose density is
more than the average density of transactions in the space,
whereas most of outliers in the space are located within the
region whose density is less than the average.

Let �� be a set of transactions containing all attributes
of a subspace � in �, i.e. a set of transactions lying in �.
We consider the average density ��� of transactions of ��

over the region of � where are these transactions. Upon
the above proposition, most of dense clusters are located
within the region having density more than ��� , while most
of outliers are out of this region. On the other hand, a dense
cluster � exists in its candidate dense cluster �� as ex-
plained earlier. This implies that the region of  � denser
than ��� exists in the region of �� . When ��� in Fig. 2
searches the maximal density-connected sets on an axis �,
the transactions in �� are projected onto �, and the ��-
neighborhood
��

��� in Definition 1 is computed for every

projected �. If a dense cluster � exists in �� , 
��
��� of

many � in �� must be larger than the case that the den-
sity of �� is equal to ��� . Accordingly, we introduce the
adaptive density threshold������� ��� �� which is the ex-
pected value of 
��

��� under �� having its density ��� .



Lemma 2 (Adaptive Density Threshold) The adaptive
density threshold is given as

������� �� � �� � ��� ����

where �� �
���

(�

�

������� ���

��

(��
�

� the width of �� on � and (� the range of the transac-
tions in �� located on �.

Proof. The volume of the region where the transactions are
located in the subspace � is

�
���� (�� , and thus its av-

erage density ��� is ��� �)
�
���� (�� . Since �� is hyper-

rectangular, its volume in � is
�
���� �� . Accordingly,

the average number of transactions in �� having ��� is
��� �

�
���� ��)(�� . Because these transactions range

within � on �, the ratio ���)� of the transactions are
captured in 	�� on �. Hence, the expected 
��

��� is;

#�	$��� ��
�
� �� �

���

��

��
�
�
�

����

���

%��
� ��

�
�
���

%�

�

������� ���

���

%��
"

This ������� ��� �� is applied to derive every maximal
density-connected set in the function ��� in Fig. 2.

The input parameters of QFIMiner are �� and ������
where �� is usually given by a unique relative width �
over the range (� of every �. In concert with ������,
������� ��� �� efficiently extracts even small dense clus-
ters in much background noise. Suppose a two dimensional
data of ��� � ����, where 4000 transactions are back-
ground noise uniformly distributed in a region ��� ���� �
��� ���� of a space ���� ���, and the rest 100 are further
added to form a dense cluster in ���� ��� � ���� ���. Un-
der � � �� ���� � �(���, ������� ������ ��� is
����)(�� ��

����� for � � �� � when � � ��� � �, and
is ��� where (�� � ��� and ������� � ��� � ����. On
the other hand, the number of noisy transactions in ���� ���
is 800, and the additional 100 transactions are in ���� ���.
Thus, the expected 
��

��� in ���� ��� is ����)���� ����
��� � ���whereas it is 160 in the other region. Though the
differences among ������� �� � �� and these 
��

��� are
not significant, most of the transactions in the dense clus-
ter become core transactions, and form a maximal density-
connected set in ���� ��� on each ��, whereas the majority
in the other region do not, and form some noisy maximal
density-connected sets mostly pruned by ������.

4. Experimental Evaluation
The performance of QFIMiner has been evaluated in

terms of efficiency, output quality, scalability and practical
usability by using personal computers with a 2.7GHz Pen-
tium 4 CPU and 2GB RAM throughout this section.

4.1. Comparison with Other Approaches

QFIMiner was compared with SUBCLU [7] and QAR
mining of Srikant and Agrawal [12]. SUBCLU takes the

parameters � (� in our expression) and ������ for the
density computation. Its performance is known to be su-
perior to CLIQUE [7]. QAR mining applies the ordinary
Apriori algorithm to mine QFIs after preprocessing numeric
items. It takes the parameters ������ and maximum sup-
port (��*���) 1. We obtained SUBCLU’s code from its
authors [7]. The program to derive QFIs by QAR mining
has been rebuilt based on [12]. We also obtained data sets
for the experiments from the authors of SUBCLU. They are
artificially generated to locate some clusters having differ-
ent densities in different dimensional subspaces. The size
of each cluster is around ��� of the range (� on each axis
in the subspace. Substantial background noise has been uni-
formly added to the entire attribute space. The similar data
sets were used to evaluate SUBCLU and CLIQUE in their
paper [7]. The appropriate values of ������ and ��*���
which QFIMiner does not use have been predetermined by
our insights on these data sets. � � ��, ������ � ��,
������ � � and ��*��� � ��� were used for the three
approaches throughout this subsection.

First, we assessed the computational efficiency against
the size of the data set, the dimensionality of the data set
and the maximum dimensionality of the hidden subspace
clusters as depicted in Figs. 4, 5 and 6. For Fig. 4, data sets
having 20 dimensions and containing five subspace clusters
of � � 
 dimensions were used. The increase of the com-
putation time of QFIMiner against the data size 
 is less
than SUBCLU and similar to QAR mining. This is consis-
tent with ��
 ��
� of QFIMiner, ��
 �� of SUBCLU
and ��
� of QAR Mining. For Fig. 5, data sets having
3967 transactions and containing a 7 dimensional subspace
cluster were used. The increase of QFIMiner is larger than
the others, while we observed its significant decrease when
we slightly increased ������� ��� ��� above the value of
Lemma 2. This implies that the enumeration of noisy can-
didate dense clusters in lower dimensional subspaces in-
creases under our adaptive density threshold along with the
increase of the combinations of attributes. For Fig. 6, data
sets having 4000 transactions and 15 dimensions were used.
The computation times gently increase in all approaches.
This indicates that the increase of computational amount in
high dimensional search is relatively small, and the efficient
and accurate pruning of candidates in the low dimensional
subspaces is a key for the speed. Every figure shows that
QFIMiner is faster than SUBCLU and slower than QAR
mining in the order of 2 and 1, respectively.

Table 3 shows the accuracy of the clustering in terms
of the number of clusters correctly mined by the three ap-
proaches. Six data sets having different subspace clusters
were used for the evaluation. QFIMiner could successfully
mine the clusters for almost all data sets, while the other

1A parameter called partial completeness � � ��� is also used, but it
is not very influencial to mine QFIs.



Figure 4. Time vs. data size. Figure 5. Time vs. dimensionality. Figure 6. Time vs. dim. of clusters.

Table 3. Comparative evaluation.
N dim. of # of QFIMiner SUBCLU QAR

cluster clusters mining
(# of trans-
sactions)
3(711)

4324 5(256) 3 3 2 1
7(92)
5(256)

4057 5(256) 3 3 3 2
5(256)
5(256)
5(256)

4469 5(256) 5 4 2 1
5(256)
5(256)

4045 2(3673) 1 1 1 1
3967 7(1024) 1 1 1 1
3986 10(49) 1 0 0 0
The dimensionality of all data sets is 15.

two failed in many data sets. All approaches failed in the
last data set, because the density of the cluster is very low.
The reason why the performance of QFIMiner is better than
SUBCLU is the evaluation of the density by the projection
to every axis. The projection reduces the statistical errors
on the density by collecting the transactions of �� onto an
axis, and this increases the accuracy of the search. In con-
trast, the error of the density directly evaluated in a hyper-
�-neighborhood increases due to the sparse distribution of
the instances in higher dimensional subspaces. In summary,
the performance of QFIMiner is superior to the other ap-
proaches in accuracy and efficiency.

4.2. Scalability

The scalability of QFIMiner w.r.t. computation time and
memory consumption has been evaluated through the ap-
plication to large artificial data consisting of both numeric
and categorical items. A set of transaction data is generated
where each transaction is made by randomly selecting a QFI
from a set of predefined seed QFIs and further adding extra
random items. The values of numeric items in each trans-
action are distorted by introducing Gaussian noise having
		� amplitude to give the ��� diameter of subspace clus-
ters and some background noise. The number of generated
item types is 1000 where half of them are numeric. The
number of seed QFIs is 10, and the average size of a trans-

Figure 7. Time and Memory vs. data size.

action is 24. � � 	� and ������ � 	� were used
in this analysis. The dependency of the computation time
and the memory consumption on 
 is shown in Fig. 7. As
known by the reference line, the computation time is al-
most ��
 ��
� up to 1 million transactions. The mem-
ory consumption is almost ��
�. This is reasonable, since
the memory is mainly consumed for  "��#���. These re-
sults indicate the tractability of QFIMiner for massive data.

4.3. Mining Practical Data
We demonstrate a data mining example to see if

QFIMiner can mine comprehensive relations to character-
ize objective data. The data is the adult database in UCI
ML Repository [13]. We analysed its test data containing
100,000 instances of 40 attributes where 6180 instances are
persons having more than 50K USD annual income, and the
rest are persons having less than 50K USD. We splitted the
data into two groups according to the 50K USD threshold
for a comparative study. � � �� and high������ � 	��
are used, since the association among items is so strong that
more than 2,000 QFIs are mined even with this ������.
QARs are derived from the QFIs mined by QFIMiner.

The followings two QARs are the examples of the com-
parative study.
�50K, support=69.6%, conf=95.9%
�
 �� � ���� ��
 ��
 &����� �'�	��( � )� ��


 ����	 � * � �� �� �
 �����	�� � ��"��� ����"��
 ��"

�50K, support=56.2%, conf=99.4%
�
 �� � ��� ��
 ��
 &����� �'�	��( � )� ��


 &���	�� � �' �� �� �
 �����	�� � ��"��� ��"��
 ��"



The first rule is for the persons having more than 50K USD
income while the second is for the persons less than 50K
USD. Under similar support and confidence, the former is
for elders and veterans while the latter is for younger and
unemployed persons. The upper bound of the dividends as
stock owners is far larger in the former. The next two rules
are for a comparative study within the higher income group.
�50K, support=65.6%, conf=85.5%
�
 ����	 � * � ��
 �������� ���� �#����� �� ��

�
 +�� � +'��� � ���� ��
 ��
 �����	�� � ��"��� ����"��
 ��"

�50K, support=65.6%, conf=70.6%
�
 ����	 � * � ��
 �����	�� � ��"��� ����"��
 �� ��

�
 +�� � +'��� � ���� ��
 ��
 ������� � ���� � #����� ��"

The former indicates that most married veterans work long
and rich, but the latter having less confidence tells that there
are not so many rich veterans working long and married.
This suggests that the veterans are rich but working hard for
it and hence less married(?). The high granularity of the in-
terval values yet maintaining the interpretability shows the
high usability of QFIMiner to analyse massive data.

5. Discussion and Conclusion

CLIQUE generates a grid based on the density of in-
stances projected onto every axis [1]. However, the genera-
tion is limited only to an equi-width grid at the initial stage
of the clustering. MAFIA generates a variable grid by the
merge of adjacent bins having similar density on every axis
to improve the performance [6]. However, it is also lim-
ited to the initial stage. In contrast, QFIMiner evaluates the
density in the neighborhood of each transaction projected
onto every axis in each candidate dense cluster. This en-
ables finer and more accurate detection of dense clusters
while maintaining a good efficiency.

SCHISM applies a variable density threshold based on
the average density in every subspace [11]. However, it de-
fines the threshold based on the equi-width grid generated
at the initial stage of the clustering similarly to CLIQUE.
In contrast, QFIMiner computes the density threshold by
the average density in each candidate dense cluster in every
subspace. This enables more accurate detection of dense
clusters while increasing its efficiency. An advantage of
SCHISM is the acceleration of pruning by adding Chernoff-
Hoeffding bound to the density threshold under some prob-
ability to miss dense clusters. More studies to provide safe
and efficient thresholds are needed in the future.

In summary, the performance of QFIMiner is superior
to the past subspace clustering approaches in terms of its
accuracy and efficiency. It provides highly comprehen-
sive notions of numeric and categorical clusters in form of
QFIs. The study on a method to efficiently derive interest-
ing QARs from QFIMiner’s output is currently underway.
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