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Abstract—We address a problem of detecting changes in the information. For example, if the rank of an item dropped
information posted to social media taking both content and on a certain review site, the manufacturer that produces it
posting time distributions into account. To this end, we introduce  would analyze the site to know when and how the consumers’
a generative model consisting of two components, one for a eyaluation to the item changed. Such changes may involve
content distribution and the other for a timing distribution, changes in the number of reviews posted in a certain period
approximating the shape of the parameter change by a series i.e, changes in the posting interval and frequency, in WhiCh,

of step functions. We then propose an efficient algorithm to e . .
detect change points by maximizing the likelihood of generating case existing burst detection techniques [18]-{20] would be

the observed sequence data, which has time complexity almost apPplicable. However, if no change in the time interval is
proportiona| to the |ength of observed sequence (possib|e Change |nV0|Ved, we would not be able to use these teChanues because

points). We experimentally evaluate the method on synthetic data they do not focus on the change in the content. In other
streams and demonstrate the importance of considering both words, they intend to detect a burst for a single topic, and
distributions to improve the accuracy. We, further, apply our do not directly deal with multiple topics and the change of
method to real scoring stream data extracted from a Japanese their distribution.
word-of-mouth communication site for cosmetics and show that
it can detect change points and the detected parameter change We note that this kind of change detection is substan-
patterns are interpretable through an in-depth investigation of tially different from the typical anomaly detection or change
actual reviews. point detection widely studied in machine learning, whose
techniques are closer to those used in novelty detection or
. INTRODUCTION outlier detection [21]. For instance, statistical techniques used
in anomaly detection fit a statistical model (usually for normal
ebehavior) to the given data. Unseen data that have a low prob-
yability to be generated from the learned model are judged as
?‘nomalies. On the other hand, we are interested in identifying a

It has become a part of our daily life that we post divers
information, e.g, news, ideas, opinions, reviews, etc. directl
to so-called social media on the Web.g, weblogs, social
blogs, wikis, etc. Once the information is posted on socia

media, it can be rapidly and widely spread through sociag,, g direction includes studies of regime-switching models

networks on the Web and can be shared by a large numbgraconomics (e.g., [22]), but they heavily rely on the Gaussian
of people. Thus, it has a large influence on our decisionysgmntion. In decision support, a number of methods have
making, and it is becoming pressingly important that we ar§,qe geveloped for detecting and excluding unfair ratings in
able to efficiently analyze this huge amount of information orpjine reputation systems [23], but they are clearly categorized
opmnions. as anomaly detection.

There has been a large number of studies on social media
from various angles. One typical direction is modeling how
information propagates through a social network [1]-[5]. This
would be useful for viral marketing to solve such a problem
of influence maximization [6]-[9] in which the task is to

odel with time-varying parameters. A conventional approach

The problem we tackle in this paper is detecting changes
not only in time intervals between posts, but also in their con-
tent distribution. As one typical example, we consider scoring
streams observed on a review site where items are evaluated
identify a limited number of nodes which together maxi- 2y multiple categorical scores. To handle this problem, we
introduce a generative model that has parameters for such

mize the information spread. Another direction is analyzing g | litv the ch i the distributi f
opinion formation, where the focus is to model how peopIeStrearfn ata. In reality the change In the distribution of content
may involve the change in the time interval, or may not.

are influenced by their neighbors in making decision [10]-

[14]. At a more fundamental level, sentiment analysis tries tOThere is no reason to believe that both changes must occur at

classify contents on social media for a certain topic [15]—[17],exactIy the same time. This -Iegds us to model these changes
which could allow companies to know how their products are?S @ combination of two distinct models, one for content
evaluated by consumers. dlstrlput!on (the content model) and the o;her for time intervals
(the timing model). This type of generative model can cover

On one hand we are interested in knowing what is hapa wide range of phenomena such as information diffusion,
pening now and how it develops in the future, but on theopinion formation, and document generation by adopting an
other we are also interested in knowing what happened in thappropriate distribution for each component. In our case, we

past and how this caused the change in the distribution cidopt an M-categorical distribution for the content model



since items are evaluated hy/ categorical scores, and an I1l. PROBLEM SETTINGS
exponential distribution for the timing model as a typical time

delay distribution. We formally define the change point detection problem. As

mentioned in Section I, we assume that some unknown change
We devise an efficient algorithm that accurately detects théook place in the course of the data streaming process and what
changes in the parameter values from the observed streawe observe is a sequence of stream data in which the change is
data. More precisely, we approximate parameter changes encapsulated. Change can be in content or in speed of stream
each model by a series of step functions and propose avr in both. Thus, our goal is to detect each change point and
optimization algorithm that maximizes the likelihood ratio (the how long the change persisted from there. Let's assume that
ratio of the likelihood of observing the data assuming thewe observe a set of pairs of content vectors and their time
parameter changes to the likelihood of observing the datatamps,i.e, D = {(Xo,%0), (X1,t1), - ,(Xn,tn)}. Let the
assuming that there is no change in any parameters). THane of the j-th change point be&’; (ty < T; < ty). The
algorithm is a combination of a greedy search that recursivelparameter vector that the distribution follows switches from
splits stream data and a local search that starts from the tHe;,6;) to (rﬁl,eﬁl) at the j-th change poinfl;. Namely,
greedy search results and seeks for a better solution. The tinvee are assuming a series of step functions as a shape of
complexity is almost proportional to the length of observedparameter vector changes. Let the set comprisinghange
data points (candidates of possible change points). We applyoints beS; = {T1,---,T;}, and we setl; = ¢, and
the proposed method to synthetic scoring data streams, afd1 = tny for the sake of conveniencd_; < 7}). Let
show that our method outperforms, in terms of accuracy, théhe division of D by S; be D; = {n;Tj,l < t, < Tj},
methods that consider only either one of the content and thee, V' = {0,1,--- ,N} = {0} UD; U---U D41, and|Dj]
timing distributions. In addition, we apply it to the real scoring represents the number of observed pomtﬂp_l, 1. Here,
stream data from a Japanese word-of-mouth communicatiowe request thatD;| # 0 for any j € J = {1,---,J + 1}
site for cosmetics and show that the detected change poingd there exists at least ong andt,, € D; is satlsfled The
are interpretable through an in-depth investigation of actuaproblem of detecting change points is equwalent to a problem
review content. of finding a subsetS; C 7 whereT is a set of the observed
time points,i.e, 7 = {to,t1, - ,tn}-

. GENERATIVE MODEL SETTINGS The log-likelihood for theD, given a set of change points

We consider a generative modslx, At | t; ®) for stream Sy, is calculated, by defining the parameter vect@s,,, =

data for a given time. Here p(x, At | t; ®) stands for the (61, ,0,41) and ;41 = (1, ,7741), as follows.
probability that an event of content x occurs at timend L(D;©® 41,1741, 8)

is updated at + At, where® is a parameter vector of our SRR

model. Here, we assume that our generative model is factorized = Y _( Y Xjmlog0jm + [D;|logr; — r;AT}), (2)
as follows: JET meM

p(% AL | @) = px(x| :0)pac(At [ 1:p). @ =(0.p). (1)  WNOICXim = 2nen, Tum BNAAT, 215 - Tj1 Thus, the

. maximum likelihood’ estimators of Equatlon (2) is given by
e, the probabilities,px(x | 60) and pa;(At | ;p) are 4. — x. /ID;| and#; = |D;|/AT;, for j =1,--- ,J +1,
conditionally independent under the fixed timeNote that gnd m :’1;... , M. Substituting these éstimators to Equa-
Equation (1) does not mean that the probabilitiggx; 6) and  tjon (2) leads to

pat(At; p) are mutually independent. This type of generative

model covers a wide range of phenomena such as information (D; ©41,%,41,5)

diffusion, opinion formation, and document generation. More - Z Z Xj.mlog X;m — |Dj|log AT;) — N. (3)
specifically, as our generative model for content x, we can 7 .
typically consider a Bernoulli distribution for information
diffusion, a categorical distribution for opinion formation, and
a multinomial distribution for document generation.

JjeET meM

Therefore, the change point detection problem is reduced to
the problem of finding the change point s&t that maximizes
Equation (3). However, Equation (3) alone does not allow us

In this paper, we focus on a problem of scoring stream dateo directly evaluate the effect of introducigy. It is important
over a review site where items are evaluated by scores wittb evaluate how the log-likelihood improves over the one
M-category. Thus, we consider an M-categorical distributiorobtained without considering the parameter changes. We, thus,
as our content model which is defined by reformulate the problem as the maximization problem of log-

likelihood ratio. If we do not assume any changes, Sp = 0,
px(X[t;0) = ] 05 x = (21, ,2n), 0 = (61, ,0n), Equation (3) is reduced to g gem S0 =0
meM

wherez,, € {0,1}, 0,, € (0,1), 21+ +ap =01+ +0p L(D;©1,71,8) = ) XplogXy - NlogAT - N,
=1,and M = {1,---, M}. Note that the functional form of meM
this distribution can easily be replaced by other type of diswhereX,, = > _\ Tnm andAT =T, — Ty =ty — to.
tribution. As for our timing model, we employ an exponential Thus, the log-likelihood ratio of the two cases, one with

distribution with parameter, which is defined by change points and the other with no change points is given by
pac(At | tp) = pac(At | t;r) = rexp(—rAt). LR(S;) = L(D; (':)J+17f'J+1aSJ) — L(D; ©1,71,5)

Again note that we can use other distributions such as power- Z Z Xim ]”” — |Dj|log AT, 1), (4)

law and Weibull according to the nature of data streams. JeT mem AT



In summary we consider the problem of finding the set ofit is evident that the proposed method requires computation
change pointsS; that maximizesLR(S;) defined above. time several times larger than that of the greedy method. In
our previous studies using a similar strategy, the increase of the
Somputation time was not that large, but the solution quality

was substantially improved from the greedy solutions.

On the other hand, we can derive two specialized chang
detection problems from the above arguments, detection
only from the content distribution and detection only from
the timing distribution, defined by the following objective

functions, LRx(S;) and LRa:(Sy). V. EXPERIMENTAL EVALUATION
X, D, We experimentally evaluated the accuracy of the change
LRx(Sy) = Z( Z Xjmlog =™ —|D;|log —2%), (5) point detection of our method using synthetic scoring stream
jE€T mem Xom N data and confirmed that the algorithm works satisfactorily.
AT D, | We further applied our method to the real scoring data and
LRA:«(Ss) = — Z(|Dj| log ij + |Dj| log TJ)- (6)  show that the change points detected by the method are indeed
jeT interpretable through the analysis of actual review content.

In our experiments, we empirically evaluate how detection i i
performance improves by considering both the content and th®- Evaluation by Synthetic Data

timing distributions simultaneously, in comparison to those by  sing synthetic scoring stream data, we examined the ac-

considering only either one of these distributions. curacy of the proposed method by comparing it with two other
methods that adopt objective functions given by Equations (5)
IV.  CHANGE POINT DETECTION METHOD and (6), respectively. Namely, the former detects change points

only from the content distribution, while the latter only from

For a given number of change poinfs we search for/ o D : .
time points that are most likely to be the change points from éhe_ timing d'Str.'bUt'on' According to the generafive models
defined in Section Il, we generated a scoring stréarfor an

sequence ofN observation points. In what follows, we explain . em. consisting of pairéx. £) of content vector x and its time
our detection method that is a combination of a greedy searcg‘nlam’ ; B 10%0 S[l)JCIhﬁ)l(‘{a)D N Sin\z:e we );ssumle it:ams
(A1) and a local search (A2). The algorithm is given below. pt € [0, ] D| = N. : ; .
are evaluated by/-categorical scores, x is ai -dimensional
A2. ImproveS; and output the final resuit by a local search. Ones are O at timeif the corresponding item is given the-th
score at time. We embedded change points in each stream

We first describe the procedure of Al. This is a progressivguch that each intervdll;_;, 7;] becomes almost the same,
binary splitting without backtracking. We fix the already where; ¢ {1,---,J+1}, Ty = to (the first observation time),
selected set ofj — 1) change pointsS;; and search for the and7;,, =ty (the final observation time). Here, we assumed
optimal j-th change poinf; and add it toS;_;. We repeat poth content and timing distributions change at these change
this procedure fromy = 1 to .J. The algorithm is given below. points in a synchronized manner so that we can fairly compare

our proposed method with the other two methods. Thus, for

Al-1. Initialize j = 1, Sp = 0. each of J + 1 periods, we determined parameters of both
Al-2. Search fofl; = argmax;, e7 {LR(S;j—1 U {tn})}- distributions according to their typical prior distributions, and
Al-3. UpdateS; = Sj—1 U {T;}- then generated samples based on them. We adopted Dirichlet
Al-4.1f j = J, outputS,; and stop. distribution with all concentration parameters set to 2 as the
Al-5.j =j+1, and return to Al-2. prior of the categorical distribution, and Gamma distribution
Here note that in A1-3 elements of the change point&et With both shape and scale parameters set to 1 as the prior of the
are reindexed to satisf§;_; < T} for i = 2,--- ,j. Clearly, ~ €xponential distribution. The latter makes the expected number

the time complexity of this simple method @(N.J) whichis ~ of IV about 1,000. Varying the number of categorical scores
fast. Thus, it is possible to obtain the result within an allowable! in the range of\/ = 5,7, 10 by reference to typical review
computation time for a larga/. However, since this is a greedy Sites on the Web, and the number of embedded change points

algorithm, it can be trapped easily to a poor local optimal. / in the range of/ = 2,.-- .9, we generated< = 1,000
] ] streams for each combination 6f andJ.
Next, we describe the procedure of A2. We start with the

solution S; obtained by A1, pick up a change poifij from Figures 1(a) to 1(c) illustrate the results fof = 5,7,9,
the list, fix the restS; \ {7;} and search for the better value respectively, in which the honzo_ntal axis means _the number
T/ of T;, where- \ - represents set difference. We repeat thisof change points embedded, while the vertical axis means

from j = 1 to J. If no replacement is possible for all(j =  the average reIativ:_a erorr with respect to ea_ch change point

1,---,.J),i.e, Tj = T; for all j, no better solution is expected for the corresponding\/ and .J, which is defined asf =

and the iteration stops. The algorithm is given below. K'Y e I o0 [tk — thgl/tr,y, wherety, ; and i, ;
denote the true time stamp of thieth change point of thé:-

A2-1. Initialize j = 1, k = 0. th stream and its estimation, respectively. It is clearly found

A2-2. Search fofl} = argmax;,eT{LR(S;\{T;}U{t.})}.  that considering both the content and the timing distributions
A2-3. If T} = T}, setk = k + 1, otherwise sek = 0, and  significantly improves the accuracy compared with considering
updateS; = Sy \ {7} U{T}}. only one of them, even if distribution changes are made in
A2-4. If kK = J, outputS; and stop. a synchronized manner. Especially, note that the estimation
A2-5.1f j = J, setj =1, otherwise sej = j+ 1, and return  error of the proposed method is much less than the half of the
to A2-2. estimation error of the one considering only one distribution
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Fig. 2. Relation between log-likelihood ratio statistic and the number of samples. Note that only the resiilts foplot the log-likelihood ratio defined in

Equation (4). The results fof > 2 plot the log-likelihood ratio betweed and.J — 1 to see the diminishing effect of.

in every case, which implies that the effect of considering botlcation website for cosmetics. In @cosme, a user can post a
distributions is more than additive of the two, each consideringeview and give a score of each brand (one from 1 to 7).
only one distribution. In addition, we can say that the accuracyWhen one user registers another user as his/her favorite user,
of every method is insensitive to the number of categoricah “fan-link” is created between them. We traced up to ten
scoresM, while the estimation errors linearly increase as thesteps in the fan-link network from a randomly chosen user
number of change pointg increases although we evaluated in December 2009, and collected a set(@fm, ¢, v)’s, where

the average relative error with respect to each change pointb, m,t,v) means that usar gavem points to brand at time

This means that this detection problem becomes substantially In the collected data, the number of brands was 7,139, the
more difficult as the number of change points increases. number of users was 45,024, and the number of reviews posted
was 331,084. For each brahgwe constructed a scoring data
streamD consisting of pairgm,t). In particular, we focused

on these brands such that the number of observafibes |D|

was greater thai00. Then, the number of brands wag0.

We refer to this dataset extracted through the fan-link network
as the @cosme dataset.

B. Change Point Detection Results for Real Dataset

1) Dataset: We collected real scoring stream data from
“@cosme”?, which is a Japanese word-of-mouth communi-

http://www.cosme.net/
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which the value of- is normalized such that= 1 corresponds
to a delay of one day, meaning = 0.1 corresponds to
delay of 10 days. In fact, the differences between before and

90
80
70

40

E .. a=005 after the detected change points are negligible in Figure 4(a)
5 0 razoo and very small in Figure 4(b). It is read that the number
5 50 a=0. . . . . o .
£ —others of reviews for this brand is gradually decreasing, but it is

unlikely that we find clear change points only from this timing
o . distribution. On the other hand, in Figure 4(c) that depicts the
2 "yt +i change in the distribution of each score in the three periods
10 2 3 G 6 made by partitioning the whole period using the two change
Number of change points J points detected as the dividing points, we can clearly find
Fig. 3. Relation between the number of brands that pass the significant teglsnncnve changes in the distributions for Some scores. The
and J for three different significant levels number of scores larger than 4 decreases in later period,
while the number of score 3 increases. This result shows the
importance of considering both the timing and the content
2) Results:First, we show plots of the log-likelihood ratio distributions. We should emphasize that the algorithm does
statistic for each brand as a function of sample gizéor the  not assume the synchronous changes in both distributions and
number of change pointd = 1 to 6 in Figures 2(a) to 2(f). it can handle both changes separately. The results indicate
The objective function used was Equation (4) throughout thesthat the two change patterns in the timing distribution and
experiments, but the way the log-likelihood is plotted in thesethe content distribution coincide with each other because the
figures are slightly changed except for Figure 2(a). We plottediecay of the attractiveness of the brand manifested itself in
the log-likelihood ratio betweed andJ — 1 for J =2 to 6.  both distributions in the same way.
Since we do not know the most appropriate value fowe . B
thought that it is best to evaluate the statistical significance in. S€cond, we illustrate the results for the brand "KOSE-
going from.J — 1 to J. Thus, in these figures three horizontal FASIO” in Figure 5 in the same way as In Figure 4. We can
lines, each corresponding to a different significance levefind that, during the second period, the number of reviews
a = 0.05,0.01,0.005 are also shown. We usegf test with sharply mcreasc_ad in Figures 5(a) anq 5(b),_ and_s,lmllarly the
7 degrees of freedom (6 score parameters and 1 time dec%l,lmber of relatively low scores also intensively increased in

constant). From these figures, we can see the diminishing effeE{duré 5(c). By examining the actual reviews more in depth,
of .J over the log-likelihood ratio in going frod — 1 to J.2 ~ We found that this is due to bursty posts by a specific user

This means that from the statistical point of view, it does notVho tends to give relatively low scores to this brand. Actually,
make much sense to use a very larhéo discuss the global she never gave this brand scores larger than 4, which seems to
feature of the parameter change. Figure 3 shows the relatid}f @n intentional posting. Thus, we can say that our method
of the number of the brands that pass the significant test withould be applicable to detect such intentional posts aiming at
the number of change pointfor three different significance affécting the customer evaluation to a specific item.
levels. The black line is the complement of the orange line, Third we show the results for the brand “NIVEA-SUN”
i.e, the number of brands that do not pass the statistical teg Figure 6 as well. From Figures 6(a) and 6(b), the relatively
for a = 0.05. Itis clear that for most of the brand$,= 4 S  |arge number of reviews can be observed during the second
enough to capture the change patterns. period. We found that this is a brand for sunscreen cosmetics.
Among the 120 brands we examined three brands whicH he first change point is “2009/4/7 15:46:49" and the second
are shown in the above figures usidg= 2, the minimum  Oneis “2009/9/14 18:24:47". Namely, thls period is the season
value to detect an abnormal period in which either or botivhen the ultraviolet rays are strong in Japan. Thus, during
of the content and the timing distributions are meaningfullythis period, the number of users who buy products of this
different from those in the other periods if such period existsPrand increases. We note that in Figure 6(c) the number of

The three brands chosen are “LUSH-JAPAN", “KOSE-FASIO” high scores larger than 4 drops in the second period. This
and “NIVEA-SUN”. “LUSH-JAPAN" has the largest log- S mainly attributed to the two cosmetics both of which are

likelihood ratio (as measured by Equation (4) fér= 2),  Sunscreen and whose average scores in the period are relatively

which implies that the detected change pattern is more didoW compared to those in the other periods. The number of
tinctive than change patterns for the others. “KOSE-FASIO™€gative reviews to them increased in the second period in
and “NIVEA-SUN” have relatively high log-likelihood ratios response to the increase in the number of users who tried these
although their sample sizes are rather small, which is again§@smetics. The major claims are that both dehydrate the skin

the standard tendency that there is a positive correlatioRnd one of them is hard to wash off. This case is a typical
between the sample size and the log-likelihood ratio. example that two distributions change simultaneously and that

) ) this kind of analysis contributes to improving the quality of
First, Figure 4 presents the results for the brand “LUSH-products.

JAPAN" from three distinct angles. Figure 4(a) shows the cu-

mulative number of reviews (scores) as a function of observed The above results are all fof = 2. As Figure 3 indicates
time, in which red vertical lines indicate the detected changéhat.J = 4 is enough (we may be able to sdy= 3 is enough),
points, while Figure 4(b) illustrates the detected change patteryye believe that the above results can indeed capture the major
of the timing parameter of the exponential distribution, in characteristics of change patterns for these three brands. Just
to make sure that this is true, we did an additional experiment
2This does not mean that the submodularity holds for Equation (4). for “LUSH-JAPAN" by increasingJ/ to 6. Figure 7 shows the
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Fig. 6. Results for the brand “NIVEA-SUN".

results. We see that in Figure 7(a) the first and the seconthird one which corresponds to the sixth period in Figure 7(c)
change points and the fourth, the fifth and the sixth changés due to a large number of reviews with low scores posted
points are indistinguishable, and there seem to be only threguring this period. By checking the raw reviews, we confirmed
change points. From Figure 7(b) we can see that there shouttiat such biased reviews were posted by a specific user in each
be three peaks but the last two peaks are indistinguishablease.

Actually the second peak is much smaller than the third one.

We can say that the general trend of the timing parameters is VI. CONCLUSION

gradually decreasing except for the three peaks and the third ) )
short period. This confirms our belief. Further, by increasing _This paper addressed the problem of detecting the change

J to a larger value, we are able to detect abnormal peaks. THoInts from observed time series data of information posted
first peak corresponds to the second period in Figure 7(c) an@ Social media, taking into consideration not only the change
is found to be caused by the explosive increase of the numbd? the distribution of time interval between posts but also the

of reviews with the highest score 7 from Figure 7(c), while thechange in the distribution of their content. We introduced a
generative model that consists of two primitive components
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Fig. 7. Results for the brand “LUSH-JAPAN" in the case.bf= 6.

that model the distributions of the content and the timing, [6]
respectively, and formally defined the problem of 1) detecting
the change points and 2) finding the model parameter values
such that the likelihood of generating the observed data strean’!
is maximized. We then devised an efficient iterative algorithm

to search for the change points, whose time complexity is 8]
almost linear to the number of data points. We empirically
tested the proposed algorithm with the synthetic scoring datayg;
streams and demonstrated that considering both distributions
is essential for accurate detection. Further, we applied the
proposed method to the real scoring stream data from HO]
Japanese word-of-mouth communication site for cosmetics and
experimentally confirmed the versatility of the method through(11]
three typical cases: 1) the case that only the distribution of the
content clearly changed, but the change in the distribution 012]
the timing was not clear; 2) the case that there occurred a
intentional bursty posts by a certain user; 3) the case where
the distributions of both the content and the timing changedl3
concurrently. In all of these cases, our method successfully
detected the change patterns, which we were able to interprai)
through in-depth analysis of actual review articles. Our imme-
diate future work is to experimentally compare the proposed
method with existing burst detection methods. (15
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